Robust control tools for traffic monitoring in TCP networks
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Abstract— Several studies have considered control theory the whole state composed of flow rates. However, this latter
tools for traffic control in communication networks, as for being related to the linearized model of TCP, traffic has
example the congestion control issue in IP (Internet Protod) {5 pe regulated around an equilibrium point to ensure the
routers. In this paper, we propose to design a linear observe - .
for time-delay systems to address the traffic monitoring isse validity _Of the observer model and a congestion gontrol
in TCP/AQM (Transmission Control Protocol/Active Queue Mechanism (as AQM, Active Queue Management) is thus
Management) networks. Due to several propagation delays @ required. Next, the model is extended in order to detect
the queueing delay, the set TCP/AQM is modeled as a multiple g class of anomalies from the second category (attacks).
delayed system of a particular form. Hence, appropriate rolist Note that the proposed methodology allows on-line and

control tools as quadratic separation are adopted to constrct a intrusi itori fi itorina but with
delay dependent observer for TCP flows estimation. Note that NON-intrusive monitoring (as active monitoring but witfiou

the developed mechanism enables also the anomaly detectioninjecting probes into the network). Even if our study focuise
issue for a class of DoS (Denial of Service) attacks. At last, on specific and static networks as explained in the next
simulations via the network simulator NS-2 and an emulation  section, it shows encouraging results.
experiment validate the proposed methodology. The paper is organized as follows. The problem statement
introducing the model of a network supporting TCP and
] ) ] __ the AQM congestion control is presented in the second
Internet is becoming the major communicationsection. Then, the third part is dedicated to the design of
network. It allows an increasing number of activitiesgn opserver for the estimation of data flow rates as well as
ranging from web browsing, file exchanges to on-line gameg,omaly detection. The fourth section shows an illusteativ
or IP telephony. Because of its increasing popularityfitraf example of the proposed theory using NS-2 simulations and

monitoring tools have to be embedded into the networkmyations. Finally, the fifth section concludes the paper
to supervise communications to ensure QoS (Quality ¢fnqg proposes future works.

Service) or even to avoid security breaches. Two techniques
can be used:
Active monitoring [1] consists of generating probes into
the network, and then to observe the impact of network
components and protocols on traffic: loss rate, delays, II. NETWORK DYNAMICS
RTT (Round Trip Time), capacity. However, since an
additional traffic (probes) is injected into the networke th
major drawback is the disturbance induced by such traffia. Fluid-flow model of TCP
(it inevitably affects the current traffic). Intrusivenes$
probe traffic is thus one of the key features which active This section is devoted to the introduction of the

monitoring tools have to care about. network model that describes the traffic behavior. In this
Secondly, passive monitoring [2] refers to networkyaner we consider networks consisting of a single router
measurements with appropriate devices located at SOrgRd N heterogeneous TCP sources. By heterogeneous, we

relevant point in the network. Passive monitoring iSyean that each source is linked to the router with different
performed on the capture of traffic and off-line eSt'mat‘?Jropagation times (see Figure 1).

networks features. It provides a non intrusive method but Sjnce the bottleneck is shared by flows, TCP ap-

not enough reactive. plies the congestion avoidance algorithm to avoid the net-
~ Inthis paper, we propose to address the traffic monitoringork saturation [3]. Following the AIMDAdditive-Increase
issue in networks with the design of an observer. Firsyyjtiplicative-Decreaspmechanism, the congestion window
a dynamical model which describes the TCP flow rategi TCcp sources varies according to the network load state
behavior as well as a class of anomalies is introduced. The(";backet losses and delays). Hence, various deterministic
robust control tools, especially quadratic separatio® af|,id-flow models have been developed (see [4], [5] and
used to derive a convergence condition for the time delgg] and references therein) to describe the behavior of the
observer. Basically, the observer, embedded at a rous, Ugransmission protocol. While many studies dealing with
the queue length measurement of the buffer to reconstryggtwork control in the automatic control theory framework

L CNRS; LAAS:; 7, avenue du Colonel Roche, F-31077 Toulousande. ConSI.der t(;\e m(;)qel propco)ls:jad byt[)5]é \ge use i.mr?rekaccyrate
2 Universite de Toulouse; UPS, INSA, INP, ISAE; LAAS; F-3me ©ONe, introduced in [4] and described by (1) which takes into
Toulouse, Franceyar i ba@ aas. fr account the forward and backward delays. The model and
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B. AQM for congestion control

WLt TL)WL (t_,rb) . . .. . . -
' Ti(t—m) 2 Pi P 1) To achieve high efficiency and high reliability of
b(t) =-—c+ Zl N IVTV((: :f)), communications in computer networks, many investigations
S TGO NI SR R have been done regarding the congestion control issuee Sinc

the congestion window size of the transmission protocol
where W;(t) is the congestion window size of the sourcedepends on packet losses (specifiedzbit)), a proposal
i, b(t) is the queue length of the buffer at the routeris was to use this feature in order to control the source sending
the RTT perceived by the souréeThis latter quantity can rates. Hence, a mechanism, called AQMci{ive Queue
be decomposed as the sum of the forward and backwakthnagementsee Figure 2), has been developed to provoke
delays (—f and 7?), standing for, respectively, the trip time losses avoiding then severe congestion, buffer overflow,
from the source to the router (the one way) and from thetimeout. This strategy allows the regulation of TCP flows
router to the source via the receiver (the return)l,,, and with an implicit control (or explicit if the ECN,Explicit
N are parameters related to the network configuration ar@ongestion Notificationprotocol is enabled). And the AQM
represent, respectively, the link capacity, the propagdime plays the role of a controller that feedbacks to sources the
of the path taken by the connectidand the number of TCP congestion information. The reader may refer, for example,
sourcesy; is the number of sessions established by sourceto the survey [7] to have more details on such mechanisms.
The signalp;(t) corresponds to the dropping probability of  So, AQM supports TCP for congestion control and
a packet at the router buffer. Note that the network varg@bleegulates the queue length of the buffer as well as flow
mentionned above in model (1) are considered as meaates around an equilibrium point [8], [9], [10]. An efficien
values [4] (for instancdV; (t) represents actually the averagecontrol allows thus to approximate the TCP dynamics (2)
congestion window size). as a linear model (4) around an equilibrium point (3).
Our work focuses on traffic monitoring at a router with a
In this paper, the objective is to develop a method whicktatic topology {V andr; are constant). Moreover, for the
computes, at the router and during congestion, an estimatimathematical tractability, we make the usual assumption
of the different flow rates passing through it. The congestio[4], [10], [9] that all delays f£;, Tif and %) are time
window W; does not provide a relevant index of the trafficinvariant when they appear as arguments of variables (for
intensity since it only refers to the amount of data seréxamplex;(t — 7;(t)) = z;(t — 7;)). This latter assumption
by the source at a given instant. Consequently, additional valid as long as the queue length remains close to its
frequent measures of the correspondiRg7" are required. equilibrium value and when the queueing delay is smaller
Hence, we propose to reformulate the model (1) such th#tan propagation delays. Defining an equilibrium point

the state vector is expressed in terms of aggregate flows Ty =T, +bo/c
. ! . ; . N
instead of congestion Wlndcavv:/('o;5 To' this end,'rates of each bt) =0 = SN ma, =c | ©)
flow x;, expressed as; (t) = O will be considered. The i) =0 = p =
i 2 0

dynamic of this new quantity becomes of the fouy(t) = @i )?

4 (W((tf))) - Wi(f)—f”é()“*i(”_ Based on the expressions ofmodel (2) can be linearized to obtain:

W(t), b(t), 7:(t) (see equation (1)) and(t) = %f) a new @1 (t) 51 (t) S (t — 7))
model of the TCP behavior is derived . : .
L =A : + Aa :
, &N (t) dxn (t) St —74)
i) = it (1 p(t — ) — 2P nBpe — o) b(t) ab(t) b 5b(t) @)
x; t —
' + T((f) T(t)pz mizi(t — 7)) ) 5171(75' 1)
bt) =—c+ 3N mai(t—1) +B

) Spw (t — %)
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Whereéa:i = Ti—Tig, ob = b—bo andépi = Di —Dpi, are the Non-desired FIV Router [ 7 \ :
state variations around the equilibrium point (3). Matsicé o '
the equation (4) are defined by _@; - g
_ Dropped packets £
agz 0 0 M egr 0 O
A 0 - 0  B= 0 0 Fig. 4. Introduction of an additional non-TCP traffic as ardyn
0 0 any hy 0 0 en
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- B. Design of the observer
fim ... finn O _ _ — -
. . . Consider a network as illustrated in Figure 1 consisting of
Ag = ' ' ' 01, N TCP pairs, the traffic dynamic regulated by an AQM can
Sy v 8 be modeled around the equilibrium point as (see (4))
L ™ e nN
o o _ @(t) = Ax(t)+ Aaza(t) + Bu(t) 0
with a; = —xfplzo —%, h; = —%, fi= —% and y(t) = Cux(t)
;g iQ io ‘0
e = —T% — —=. Remark that a multiple time delays systemwhere
4)is obtained with a particular form since each component _ f
of the state vector is delayed by a different quantity relate dz1(t) ox1(t =)
to the communication path. : :
amieation b )= |, walt) = - ,
oz (t) Sen(t—1h)
I1l. OBSERVER FOR TRAFFIC MONITORING 5b(t) 5b(t)
r b
A. Preliminaries db(t —17)
. N o = : = .. 1.
First, and before designing the oberver, it is necessary to u(t) T » © [ 0 0 }
introduce the following theorem [11] that provides stapili | 6b(t —7%)

condition for interconnected systems as illustrated irufég q is th d ) h | h
3. This result is then used to cope with the delayed part and y(t) is the measured outpute. the queue lengt

of (4) and to provide conditions for the convergence of th t the rouéerl. (Ijnto:c?er fto take mlto ?c?r_ount ext_ra tfrafnc
observer state to (4). or non-modeled traffic (for example, traffics coming from

applications over UDP protocol, see Figure 4), an additiona
signal d(¢) should be added to the queue dynamic (second
Theorem 1 Given two possibly non-squared matric€s equation in (2))b(t) = —c + d(t) + S i (t — Tif)_ This
A and an uncertain matrixV belonging to a seE. The sjgnal represents flows that pass through the router and fill
uncertain system represented by Figure 3 is stable for ajlp the buffers(t) in addition to the expected traffic{ TCP
matricesV € E if and only if there exists a matri® = ©*  connections). Notice that this feature can be used to model

satisfying conditions anomalies or DoS attack®énial of Service[13]). In this
s n paper, we consider some class of anomalies that are CBR
[ & —A ] © [ & —A ] >0 (®) (Constant Bit Ratebased applications which can be modeled
. 1 as piecewise-constant functions. Such applications atémme
[1 Vv ]e <0. (6) : o : . ,
\Y streaming applications, video conferencing, telephowjcg/

) ) services). Furthermore, the same modeling can also be used
The considered feedback system having the same form @y some class of attacks [14] as traditioriwloding-based
Figure 3 is a linear equation connected to a linear unceytainps (for exampleShrew) or PDoS(see [14] and references
V. This result comes from robust control theory using thenerein). Consequently, assuming thit) is a piecewise-
quadratic separation tools [12]. The second inequality(6) constant function, we propose to consider now the following

constructed based on some knowledge about the uncertaiigmented system which embeds the anomaly feature:
matrix V (for instance upperbounds, convex hull). Then,

the first one (5) is solved to assess the stability of the
interconnection.

z(t) = Ai(t)+ Aaiq(t) + Bu(t) ®)
yit) = Cu(t)



wherei(t) = {283},(7:[ clol,
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Let construct an observer for the augmented system (8)

defined by:

i(t) = Ai(t) + Agza(t) + Bu(t) + L (y — C(t))

9)

order to prove the asymptotic convergencei¢f) to z(¢),

let us define the error between the state of (8) and the one
of the observer (9)(t) = Z(t) — & (¢t). We aim to make sure
that the errore(t) converges toward zero. Hence, the first
problem can be recast as the stability issue of system

é(t) = (A— LC) e(t) + Aqea(t). (16)

whereegy(t ) Ta(t) — Za(t). System (16) is then rewritten
asé(t) = Ae(t) + SN | Age(t— ) with A = (A-LO),
fi
Ag, =mi | Ongoyx(i-1) f;v O(N+2)x (N—i+2)
1
0

Next, transforming the previous system as an intercon-
nected system of the form of Figure 3, Theorem 1 may be

whereZ(t) is the observer state anfd is the observer gain. applied to derive the stability condition. System (16) iggh
This latter matrix has to be designed such th@) converges expressed as the interconnection of

to #(t). Notice that the paifA+ A4, C) is observable which
implies that there exists an observer (depending evegtuall
on the delay) allowing the reconstruction of the states o

system (8).

Theorem 2 If there exist{ N +2) x
matrices P, ; and S; for i = {1,...,

(N +2) positive definite
N} and a matrix

X e RIN+2)x1 gych that the following inequality holds

E14+2 Y ... Y
YT T%Sl 0
. ' >0
v 0 —= SN
™~
with
v —PA, —PAy,
_ ~ATP @ 0
o1 = : . )
—A7 P 0 QN
N
By =Y M;(2P — S;) M
=1
Y =[ (PA-XC) PA, PAg 1"

N
UV=-PA-A"P+XC+C"X" -3 Qi

i=1

—Int2

M, = O(N+2)(i-1)x
InNt2

O(N—i)(N+2) x (N+2)

(N+2)

then system (9) is an observer for system (89,

(10)

(11)

(12)
(13)

(14)

(15)

0

converges asymptotically td(¢). The observer gainl. is

given byl = P71X.

Proof: Due to the space limitation, we just give a sketctgain
of the proof but a detailed version can be found in [15]. I§0.28 0.46 0.45 1.76 0.54]" .

8_11N+2 0 0
Ily(t) = 0 D& Into 0 Z(t)
0 0 (1 — 'D)Si1 X 1N+2
\Y
17)

and equation (18) wher® = diag (e—TifS,...,e—Tz'Cs

Then, it remains to find an appropriate separa&oand to
apply Theorem 1 (see [15]). ]

IV. SIMULATION AND EMULATION
A. NS-2 simulation

This section is dedicated to elucidate the proposed
methodology through an illustrative example. As shown in
Figure 5, a network consisting of three communicating pairs
through a congested routere. a bottleneck, is considered.
Propagation times are as illustrated and the link bandwidth
is fixed to 10Mbps, that is 2500 packet/s considering
packet size of500 bytes. Each of the three sources uses
TCP/Reno and establish@® connections generating long
lived TCP flows (like FTP connections). Simulations have
been performed with the network simulator NS-2 [16]
(release 2.30) to validate the exposed theory.

The three TCP sources share the single link and a con-
gestion phenomenon occurs at the first router. So, to control
the queue length of the buffer (avoiding then overflows), an
AQM is embedded in the router. If an efficient regulation is
maintained, the proposed linear observer (9) can be added in
the router for flow monitoring. In our example, the observer
have been tested over AQM gain-K [8]. This latter is adjusted
such that it regulates the queue length of the router to a
desired levelby = 100 packets while the maximal buffer
size is set tol00 packets.

Given the topology in Figure 5, the previous spec-
ifications and the equilibrium point (3), the observer
is L computed applying Theorem 21 =
Prior theoritical simulations
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Fig. 5. Example of a bottleneck link 0

with the non linear model (2) under Matlab/Simulink sh 0
that the mechanism works well. Then, we have perform
simulation of400s on NS-2 where the( ftp connection:
of each three TCP sources send data to their respe
receivers. An additional non responsive traffic generate
3 UDP (user datagram protocol) traffic (ed/bps each one

rate xz(t)
(pkts)

I
0 50 100 150 200 250 300 350 400

rate x3(()

(pkt/s)

is injected into the bottleneck as illustrated in Figure 0" 5 100 150 20 250 a0 %0 a0

This latter simulates a CBR anomaly and is introduce %

intervals:150 — 170s, 250 — 270s and300 — 320s. wf ———esimated: anomaly sensor
Estimation of the state and instantaneous measure ;0 7

compared (the queue length and sending rates) as w %
the anomaly detection “sensor” is illustrated in Figure Lo el T ‘ L]
Results show that reconstructing the state of model (4) 0 % 100 150 "ngtzs) 20 a0 30 4
time-delay observer (9) is able to provide an estimatio o .

TCP flow rates only based on the queue length measure g'e%écfi'on (gasjgt’gn %‘fr,\lg?m«' originalfestimated  states anomaly
Furthermore, the augmented model (8) allows the obsc....

to detect also non-modeled piecewise constant traffic. elenc

as it can be seen in Figure 6, although the anomaly doesTaple IV-A shows that the observer state matches average
not affect the queue (this attack is invisible from the buffefgw rates.

measurement), the mechanism can clearly detect the three

UDP anomalies. B. Emulation

anomaly d(t)

(pkt/s)
o 5 8
<

Going further than simulations, another example is pro-
Remark 1 Regarding to NS-2 simulations, Figure 6, theposed considering now emulation experiment. Emulation
estimated state follows the linearized model (2) which comefers to experiments that introduce the simulator into a
siders the network mean variables whereas the originakstative network. Indeed, the NS environment provides special
measured in NS gives instantaneous values. That is why suahjects that allow the simulator to interact (catch anddt)je
large oscillations around estimated signals are obtained f real traffics using a real-time scheduler (see [17] and [gigur
the measurements. 7).



TABLE |
AVERAGE OF MEASURHESTIMATED OF FLOW RATES

Simulation Emulation
measured| estimated| measured| estimated
z1(t) (pkt/s) 51 43 92 99
z2(t) (pkt/s) 49 43 93 100
x3(t) (pki/s) 53 45 113 110

Simulated Environment}

NS model,

Fig. 7.

)™ |

Real Environment
—= g?

Emulation with real-time NS

Real packet

— B3

rate xl(t)

rate xz(t)

rate x3(t)

Regarding our study, the NS environment will be embed
ded in the computer that plays the role of the routers an
other computers will generate and receive the traffic. Henct
the bottleneck and the observer are emulated while a re
TCP traffic is handled and monitored.

However, since the emulator requires a high computation:
cost, numerical values of the example must be scaled dow [5]
The considered example takes the same topology as in
Figure 5 but the router bandwidth is reduced 1td/bps

and propagation delays are divided hySource traffics are
generated with the network tool Iperf. Applying a congestio

(6]
(7]

control mechanism, the queue size of the buffer is regulated
and a linear observer can thus be developed according to thé

appropriate equilibrium point. Results of the emulatioe ar

shown in Figure 8.

(1]

(2]

(3]
(4]

V. CONCLUSIONS

(9

In this paper, robust control theory tools have beefYl
used to design an observer for traffic monitoring purpose.
This latter is embedded in a router and provides TCR1]
flows estimations which pass through it. However, since
the proposed observer is linear, an AQM that regulates the
traffic around an equilibrium point is required. Besides, afL2]
augmented model is developed and the associated observer
allows the detection of a class of anomalies in order tg 3
prevent potential malicious traffic as DoS attacks.
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