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Abstract This paper illustrates through a practical
example an integration of a humanoid robotic architec-

ture, with an open-platform collaborative working en-

vironment called BSCW. BSCW is primarily designed
to advocate a futuristic shared workspace system for

humans. We exemplify how such complex robotic sys-

tems (such as humanoids) can be integrated as a proac-
tive collaborative agent who provides services and in-

teract with other agents sharing the same collabora-

tive environment workspace. Indeed, the robot is seen

as a ‘user’ of the BSCW which is able to handle sim-
ple tasks and reports on their achievement status. We

emphasis on the importance of using standard soft-

ware such as CORBA in order to easily build inter-
faces between several interacting complex software lay-

ers, namely from real-time constraints up to basic In-

ternet data exchange.

1 Introduction

Humanoid robots are currently targeted in several ap-

plications ranging from the house maid robot able to

clean [1] or even cook [2], to industry fields as a multi-

purpose robotic system which is flexible to fast chang-
ing in tasks and product lines, able to manipulate var-

ious products, inspect and guard small and middle size

companies outside the factories, etc. In these scenarios
it is important to integrate, and even to take advan-

tages of the existing IT- infrastructure to each robot

programming and mission assignments. The context of
this work is to investigate the introduction of robots –

especially humanoids– as agents in collaborative work-

ing environment which purpose is to design a futuristic
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Fig. 1 Four contexts of task realization in the physical common
workspace

human-centric shared workspace system for advanced
collaboration between humans. This work is based on

review papers [3] [4] describing the current state of

the art and limitations related to the integration of hu-

manoid robotic architecture in such environments.

2 Context

2.1 Taxonomy of collaborative contexts

The view taken in this paper is from the side of a soft-
ware architect designer. In this context we have defined

four contexts of task realization in a physical workspace

as depicted in Fig. 1:
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1. An autonomous context realization when the robot

is directly interacting with a human to perform a
task, and particularly during physical interaction.

2. A local context realization when the robot is using

the surrounding network and computer capabilities
to expand its functional space. This is typically the

case in the presence of ambient intelligence and/or

in the context of the remote brain approach [5].
3. A semi-local context realization when the robot is

interacting with a collaborative working application

targeted for an application or for a structure such

as a company. It is semi-local because its semantic
scope is local, but can be geographically spread over

several locations.

4. A global context realization when the robot is inter-
acting with services external to its semi-local struc-

ture for instance Google Images services, manufac-

turer product specification, etc.

This paper treats more particularly the semi-local
context. Recent work by Peer and al. [6] demonstrated

how two humans, one in Japan collocated with the

robot, and the other one being in Germany, could per-

form a collaborative tasks using a telepresence system
and a humanoid robot. The person in Germany used

a telepresence system to teleoperate a humanoid HRP-

2 to lift an object with the operator in Japan sharing
the same physical space and object with the robot. Al-

though the realization of this experiment requires the

use of complex control architecture in order to guar-
antee stability of the humanoid robot, and that of the

overall system, the role of the robot was however lim-

ited to reproduce the actions of the master operator in

Germany.

In a different context, Sagakuchi et al. [7] demon-
strated how HRP-2 could be used in an intelligent house

to perform autonomous actions such as closing the door.

However if one aims at having humanoid robots used
in working offices or flexible SMEs to perform various

tasks and adapt quickly to fast changing products lines,

the most efficient way to assign robotic tasks missions

is to interface the robotic architecture to the specific
working one if available. We demonstrate in this paper

how HRP-2 relying on advanced architecture and plan-

ning software can be smoothly integrated into a real
collaborative working environment. We also report on

the use of software technology standards to easily build

appropriate interfaces.

2.2 Software development approach

The goal of this work is to create the tools necessary to

introduce humanoid robots in Collaborative Working

Application

Domain

Requirements Models

Abstract

Platforms

Services

Implementations

Target Platform

characteristics

Preparation

Phase

User

Application

Requirements


Creation Phase

Service

Models
&

Realization

Fig. 2 Development flow to embed a humanoid robot in an ap-
plication providing a Collaborative Working Environment

Environments. Therefore, from the field of Collabora-

tive Environment and humanoid robotics, requirements

and characteristics can be formulated to specify models
and abstract platforms. For instance, one of the current

characteristic of humanoid robot is to evolve on flat

floor because the stability criteria which can be cur-
rently computed in real-time is ZMP. A more detailed

description of the characteristics regarding human hu-

manoid collaborative work can be found in the two re-

view papers cited previously [3][8]. Based on those char-
acteristics and models we have implemented services

such as motion generation and motion planning which

can be used by the user to create its application using
its own application-models . A more details description

of those two services can be found in paragraph 4.2.2

and section 4.3.

3 The software architecture

The challenging part of this demonstration is to main-

tain separate the software specific to robotic technol-

ogy from the overall collaborative technology. This is
achieved by raising the functional level of the robot

to an autonomy sufficient to interact in a human cen-

tered environment. The atomic level of understanding

on which the robot and the human agree on is the task

as commonly understood in the context of collabora-

tive working environment and not in the control sense

as introduced in section 4.2.2. Those tasks are defined
in the context of BSCW, a collaborative working en-

vironment used for several European IP projects. The

semantic and the ontology of the task is not specified
in this context. It has merely a name, and fields. The

interpretation of those properties is left to the users

to which those tasks are aimed for. Following this line,

we give a brief overview of how the robot is able to
interpret the task and reply with the appropriate an-

swer. To give a flavor of what the robot is able to do,

we give an integrated overview of the experiments we
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Fig. 3 Functional block implemented as CORBA and OpenRTM servers

have been able to achieve so far in the context of the

project. Later on, a case study is described on a surveil-

lance task for HRP-2 in a known environment together
with experiments.

3.1 HRP-2’s architecture

The architecture depicted in figure 3 is a functional

block oriented architecture. where each block is imple-
mented by a CORBA server. The Low Level Vision

server aims at providing early vision processing such as

segmentation, optical flow, edge detection and real-time

SLAM. The world model server build a representation
of the world by an accumulation of disparity maps asso-

ciated with a location. The object visual model server

is in charge of building and looking for an object. The
path planner server provides the steps to perform to

go from one point of the environment to another. The

visual attention server finds the next best view in or-
der to search for an object in an unknown environment.

The motion generator generates and realizes a dynam-

ically stable motion when the robot needs to perform

steps, or perform some tasks with its end-effectors. The
decision layer is based upon the classical Hierarchical

Finite State Machine paradigm. More precisely we are

using the state-chart specification of UML. The current

extension of the standard template library called boost

implement such specification. We have used it to realize

the Decisional block. This part can be easily specified
by a user using today’s UML state-chart modeler. In

this paper, we will mostly describe the step planner

server and the decision layer.

3.2 BSCW

BSCW is a cooperation platform on the Internet which
allows to share documents, organize team’s work by as-

signing tasks, organize meetings, create communities,

allow direct communication or information distribution
such as e-mail or RSS feeds. This creation of the Fraun-

hofer Institute for Applied Information exists since the

mid-1990s, and is currently supported by a spin-off com-
pany called OrbiTeam. BSCW is being extended in

the frame of the European Integrated Project called

Ecospace [9] to develop a collaborative environment

for eProfessionals. BSCW can be freely downloaded for
academic research purposes. BSCW in this work pro-

vides the model and the services implementations spe-

cific to collaborative working environments.
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Fig. 4 Dynamical simulation of the steps generated by HPP

4 Motion generation, Planning and high level

description

4.1 Introduction

One of the main difficulty with complex redundant robot

such as humanoid robot is to find a way to generate mo-

tion with commands simple enough to be manageable
by a human while maintaining the overall stability of

the robot. Neo [10] proposed recently such a system

for on-line motion generator in the context of teleop-
eration. Mansard [11] demonstrated how it is possible

to generate motion autonomously using visual informa-

tion. In the first case, the field of application is mostly
cases where human assistance are needed to help people

with limited mobility, in disaster situation or in the case

of space application. In the second case, the approach

is mostly reactive and need to be coupled with higher
decisional layer such as motion planner. Motion plan-

ner however are limited by the combinatorial explosion

when trying to find a trajectory in the configuration
space. A key to find trajectories which are dynamically

stable is to find simple models for the motion planner

which correspond to the control architecture.

4.2 Motion generator

4.2.1 Stability

The stability criteria used in our work is the Zero Mo-

mentum Point which assume that both feet are on a flat

floor. This criteria is important because it reduces the

set of trajectories possible by the robot. Indeed when
considering other stability criteria, the range of possible

motions might include contact with obstacles and other

complex interaction. Moreover to make the problem

tractable in the high speed control loop necessary for

such robot, supplementary constraints are considered
which simplify the numerical resolution, but also con-

straint the set of trajectories. The current scheme used

in general for humanoid robot acts more as dynamically
stable reference generator and uses a simpler controller

to realize the reference. The algorithms implementation

used to generate those reference have been organized in
a framework allowing prototyping and multiple modal-

ities.

4.2.2 Generalized Inverse Kinematics

Introduced initially by Nakamura, the generalized in-

verted kinematics offers a prioritization scheme to as-
sociate several controllers together in order to generate

motion for a redundant robot. Its equivalent in the force

domain is the operational space control. It is receiving
a renewed interest for whole-body motion generation in

the field of humanoid robotics. Due to current practi-

cal limitations, most of the walking humanoid robots
are not using a low-level torque control but rather a

position-based control. Finding the activation and the

prioritization of those controllers is still an open issue.

Some work exist to GIK in planning to correct trajec-
tories when considering dynamical stability, For sake

of simplicity in the remaining of this paper, it is as-

sume that the underlying GIK provide one solution for
one stable reference trajectory provided by the previous

module.

4.3 Planning

Following the previous remark, current fast planning re-

lies on simplified model which are known to be realized

by the control architecture presented in section 4.2.2. A
popular solution is to discretize the set of feasible foot-

steps of the robot, and perform an A
∗ [12][13] search

in the environment. One problem is the possibility of

stepping in some situations. In this work we propose
a different approach where the robot is seen as a box

with a behavior similar to a mobile robot. This model is

used to connect configurations chosen by a probabilis-
tic roadmap configuration shooter. The software used

in this paper is is based upon KineoWorks a product

commercialized by Kineo, a spin-off company based on
the work of the second co-author. This software provide

the overall architecture to apply probabilistic roadmap

with various robot models. In this specific application,

the robot has three degree of freedom the position on
the ground and the orientation. Once the configura-

tions are connected with the chosen smooth function

the steps are placed along the trajectory. To generate
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Fig. 5 Statechart model of the case study

the complete robot configuration, the framework uses
the same walking pattern generator used to generate

the motion of HRP-2 in the control architecture. This

allows to check the collisions. When no trajectory is

found, and when the environment limits are known, the
system is able to return a failure message.

4.4 Decision Layer

As it is done classically we used a Hierarchical Finite

State Machine to map a discrete semantic with a set
of controllers and parameters. This mapping is usually

done in an arbitrary manner. Recent works [14][15][16]

is trying to create automatically this mapping by group-
ing set of trajectories of human activities. There is an

important issue here in making accessible the interfaces

provided by the block depicted in 3 with a collabora-
tive environment. In our case, this is filtered out by the

decision layer.

One way could be to use the interface description of

the component and expose them through Web Service

Description Language.

Fortunately the link described previously between

the planning and the control layer allow the humanoid

robot’s high level system decide by itself if a motion

asked to the robot is feasible or not. Such capability
facilitate the user programming of the robot behav-

ior, and free the Collaborative Working Environment

to have any knowledge on the robot.

Fig. 6 HPP solving a more complex situation

Fig. 7 List of tasks assigned to HRP-2 by others BSCW users.

5 Simulations and experiments

We are presenting our current status in trying to inte-

grate HRP-2 in a full-size CWE.

5.1 Setup description

In order to achieve our integration of HRP-2 in a CWE,
the hierarchical finite state machine depicted in figure

5 has been implemented to provide a simple decision

layer. At first the robot system connect to BSCW and
identify itself. It checks in its list of tasks, Fig. 7 if

there is a task named GoToSomePlace, Fig. 8 assigned

by another user of the system. It extracts from this task

the fields specifying the target position and orientation
of the robot. From this target position and assuming

that the environment is fully known and static, HPP

tries to plan a trajectory. If such a trajectory exists
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Fig. 8 The task GoToSomePlace specified in BSCW.

the steps found are send to the control architecture to

realize the motion. Once the steps are realized the robot
take a picture and upload it back to BSCW. Figure 4

shows a dynamical simulation of the steps generated by

HPP with a rather simple situation. Figure 6 displays

a more complex situation handled by HPP. The simple
situation has been executed on the real platform, and

some snapshots of the experiment are depicted in figure

9.

5.2 Software consideration

To maximize the compatibility and the reuse of the soft-
ware components, we have tried to use as much possible

standards, software tools and design patterns instead to

concentrate on new concepts. The control system and

the physical simulation are realized using OpenHRP
[17] which is currently supported by the Japanese gov-

ernment to become a national platform. Because HRP-

2 [18] embeds advanced CPU systems we are using
mostly CORBA to handle the middleware issues. Be-

cause CORBA does not integrate any way to specify

data flow, scheduling properties, control and interface
parts of a component, a new OMG standard has been

proposed called Robot Technology Middleware to fill

the void. HPP, our planning framework, has been used

together with this technology in this paper. CORBA
and RTM made possible to use 4 machines with sev-

eral cores to make the computation in a seaming-less

manner. With data flow structure, RTM[19] allows to

(a) (b)

(c) (d)

(e)

Fig. 9 Real life experiments with HRP-2

avoid a dependency on interfaces and a graph can be

constructed by an external client. When computational

time is constant, it is possible with appropriately spec-

ified scheduling properties to perform model checking.
The decision layer follows the UML statechart rationale

and is implemented using the boost::statechart library

[20]. We hope to move forward with an automatic code
generation from model description.

The connection with BSCW is realized with XML-

RPC, which allows to use libraries already available to
access the remote application. The open definition of a

task in BSCW allows the robot to decide autonomously

if the task is understood and feasible.

6 Conclusion

We have presented our current work in trying to in-

clude a humanoid robot in a real collaborative environ-

ment using standard software and robotic technologies.

With a sufficient level of functionalities, the robot is
able to act as an autonomous user interpreting simple

command and sending a feedback on this collaborative

environment. They are open issues with the mapping
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of the capabilities of such a robot in a company col-

laborative tools. We believe that raising the range of
functionalities of such robot while using software stan-

dards is the good direction to tackle this issue.
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