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Abstract

The study of the performance of parallel applications may have different reasons. One of them is the planning of the execution architecture to guaranty a quality of service. In this case, it is also necessary to study the computer hardware, the operating system, the network and the users behavior. This paper proposes different models for those based on simulation. First results of this work show the impact of the network and the necessary precision of communication model in fine-grained parallel applications.

1. Introduction

The development of network creates many new remote services. One of the models for remote access is ASP (Application Service Provider). Providers allow users to connect to their resources. Those could be softwares, data or services in general. The provider must have a set of computers to satisfy the customers requests. If the customers pay the provider, this one must also be able to guaranty a quality of service. Nowadays, the clusters of hosts seem to be the best ratio performance/price. In this case, providers need to buy enough hosts to satisfy the quality of service. For economical reasons, the size of the cluster should be as small as possible. Then the difficulties are to express the behavior of the customers, the need of resources for the applications, the power of the computers and of the network. This paper explains a way to find a solution to this problem. It is based on simulations. First, customers behavior will be modeled, then a model of parallel applications will be explained, and finally network and hosts will be described. Simulations and real executions results will be compared.

2. Related work

Three main techniques are currently used in performance evaluation of complex systems: benchmarks, simulations and analytic methods. Those techniques give different quality of prediction, execution time, simplicity of utilization and building of models.

2.1 Benchmarks

In this case, measures of performance of real applications on real resources are done. The results of those measures are accurate. Nevertheless, those methods need to have the cluster of hosts and an instrumented application. The problem of execution time can exist if a long-time application is considered. This method is used for example in the Standard Performance Evaluation Corporation [13].

2.2 Simulation

To simulate a system, first it is necessary to create a model of this system. Then the study of the behavior of the model is done under different loads. This concept is very general. The difficulties are to find the good level of description to analyze all the information given by the simulation and to have a correct execution time of the simulation. PACE (Performance Analysis and Characterization Environment[14][11] or OPNET [12] are examples of this technique. PACE is based on three models arranged in different levels: application model, communication model and hardware model.

2.3 Analytic model

A mathematic model expresses the simplified behavior of the system. The resolution of the created equations is rapid but the scope of the possible problems modeled by this technique is small. Some methods are based on stochastic models [3][10][9] but it is difficult to consider a cluster of hosts. Recently, historic methods have been developed [1][5]. They used real execution information to create a system of equations.
2.4 DHS simulator

DHS (Distributed Hybrid Simulator) is a simulator that merges stochastic and analytic simulations [6]. It is possible to create complex queuing systems. The first use case of this tool is to do planning and performance evaluation of complex networks. An extension of this tool for parallel applications is done in this paper.

3 The considered system

3.1 Principle

The goal is to predict the performance of clusters of hosts used by parallel applications in an ASP access (figure 1). On a node of the cluster, different applications can be executed at the same time. A specific node of the cluster schedules the different applications on the cluster. It is a classical access to a cluster through a scheduler.

![Figure 1. ASP System](image1)

The full simulated system is divided into four parts: the customers, the global scheduler, the network and a set of hosts (figure2).

3.2 Customers model

A customer sends different requests to the provider at different times. The different requests are considered to be independent. For example, the customer can request the execution of different applications. He can also not wait for the end of an already mapped application before asking to run a new one. So the work asked to the provider is defined by the number of customers and the distribution of time between two requests of the same customer. Each request is defined by the type of application and the amount of work to proceed (figure 3).

![Figure 2. Global system](image2)

3.3 Application

To express the amount of resources needed by an application, it is necessary to describe its behavior. In this paper, only master and workers applications are considered (figure 4). It is an interesting case because it is easy to implement real applications with this behavior, the modification of the number of workers and their work can validate different cases of resource utilization. The access to the resources are modeled with an automaton (figure 5). Its states are:

- **UNDEFINED**: application is not started,
- **IN**: task needs to read data from network,
- **OUT**: task needs to send data,
- **LOAD**: the memory image of the process must be loaded in memory,
- **DISK**: task accesses to the disk,
- **CPU**: task needs to use the processor,
- **SWAP**: the real memory is full, swap action must be started,
- **END**: the application is finished.
3.4 Communication

Two types of communications exist in ASP for parallel applications:

- communications between the different customers and the provider scheduler,
- communications between the tasks of the parallel applications.

For the first one, an direct IP protocol like TCP [7][8] could be enough. For the second one, message passing libraries are used in most cases. MPI is the most famous one [4]. It is possible to have different types of communications: blocked or not, synchronous or not, buffered. The MPI norm has different implementations with different behaviors. LAM-MPI [2][15] has been chosen in this paper. Three different protocols are used by LAM-MPI:

- long message: the exchange is done in two steps. First, the sender sends the heading of the message, then the receiver sends back an acknowledgement, and finally the sender sends the data.
- short message: the heading and the data are sent at the same time. The receiver sends back an acknowledgement.
- short synchronous message: the heading and the data are sent at the same time and no acknowledgement is sent by the receiver.

LAM-MPI uses an interface call RPI (Request Progression Interface) to connect TCP. It is a way to control the different speeds between the application and TCP. A buffer for the sender and the receiver are created. When LAM-MPI requests a blocked sending, it first tries to write with a system call into the sender buffer. The application is stopped until the whole message is written into the buffer. The buffer is read by TCP process. For the reception, when a reading is done by the application, LAM-MPI uses a blocking read in the operating system to collect all the parts of the message in the receiving buffer (figure 6).

This mechanism has a real impact on performance of parallel applications.

3.5 Host and operating system

The hardware of an host is modelised with a queuing system. First, the network interface uses two queues, one for input and another one for output. Processor and disk resources are defined with two other queues with a round robin policy. Those policies approximate the real schedule of a processor and a disk. A counter is used to create swap when the real memory is full. Then some disk accesses are created. A supervisor is created to manage the access to the different queues by a task of an application. (figure 7)
4 Simulation

4.1 The parameters

The number of tasks in an application and the granularity of the application are changed. The goal is to validate the host model and to show the impact of the network. Three types of models are used for the network. The first one called “simu 1Gb/s” only expresses that the maximum bandwidth of a 1 Gb/s Ethernet network is 1Gb/s. The second one called “400 Mb/s” expresses that on a 1 Gb/s Ethernet network the measured bandwidth is 400 Mb/s. The last one implements the real TCP on a Linux operating system (management of interruptions, packet building, acknowledgement, etc). The model is calibrated with the measure of one real execution in only one configuration for example the master and one worker on one architecture. The values used by the model are deduced from this single execution. Nevertheless to compare the quality of the simulation a real execution of the application is done.

4.2 Coarse-grained applications

<table>
<thead>
<tr>
<th>Size of messages</th>
<th>Number of iterations</th>
<th>Master computation time</th>
<th>Worker computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>10KB</td>
<td>200</td>
<td>66</td>
<td>275</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Parameters

The parameters of this simulation are shown in 1. A real execution on a cluster of Pentium IV under Linux kernel hosts and a simulation of this system are done.

The simulation and the real execution give the same results with an error under 2.75 % (figures 8, 9). The simple “simu 1Gb/s” network is enough. Only 5 workers are necessary to obtain the best execution time. This result is also given by the simulation. In fact, the network has no impact and the test only shows that the simulation of the host and its operating system is correct.

4.3 Middle-grained applications

<table>
<thead>
<tr>
<th>Size of messages</th>
<th>Number of iterations</th>
<th>Master computation time</th>
<th>Worker computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>10KB</td>
<td>20000</td>
<td>66</td>
<td>275</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Parameters

The number of communications is increased (table 2).

On the real execution, a speed up is obtained until 5 tasks (figures 10, 11). After, the time of the application increases because of the time spent by the processor to manage the communications. In this test, a difference between the three simulation network models appears. Only the model with the TCP stack and his impact on processor load follows exactly the real execution. Nevertheless the difference is not too important, less than 16% for 8 tasks, and all the simulations detect that after 5 workers, the performances are worse.
4.4 Fine-grained applications

The goal of this simulation is to load the network enough to create a bottleneck (table 3). In this test, there is a gain of parallelism until 3 tasks, after the network slows down the whole application. This fact is only detected with the simulation using the TCP stack. The two other simulations give results far away from the real behavior of the real parallel execution (figures 12, 13).

<table>
<thead>
<tr>
<th>Size of messages</th>
<th>Number of iterations</th>
<th>Master computation time</th>
<th>Worker computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>10KB</td>
<td>200000</td>
<td>66</td>
<td>275</td>
</tr>
</tbody>
</table>

Table 3. Parameters

4.5 Simulation and performance

An important aspect is the time needed to obtain results from simulations compared to a real execution of the parallel application. The figure 14 compares the execution of different experimentations. The simple simulation of the network gives a better execution time than real execution. For the complete simulation of TCP stack over 3 workers, the simulation is longer than a real execution but it is necessary to recover the real behavior of the parallel application.

5 Conclusion

The models of hosts, operating system and network created in this paper show a good behavior compared to real execution of a parallel application. It expresses the contention for processor and disk access. For the network, the different models have shown that if the application spend most of
the time in computing, it is not necessary to use an accurate model of network. If network could be a bottleneck for the parallel application, it is necessary to model precisely what happens in the network. Some important mechanisms are the utilization of the processor by the TCP stack, the limited size of the sender and receiver buffer and the utilization by MPI library of the TCP. Some works must be done to decrease the execution time of the simulator. Two ways are explored. The first one is to parallelize the simulator and the second one is to use analytic models of TCP.
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