
24ème Congrès Annuel de la Société Française de Recherche Opérationnelle et d’Aide à la Décision

ROADEF 2023
Rennes

Exploiting Fairness to Enhance
Sensitive Attributes Reconstruction

Julien Ferry1, Ulrich Aïvodji2, Sébastien Gambs3, Marie-José Huguet1 and
Mohamed Siala1

1LAAS-CNRS, Université de Toulouse, CNRS, INSA, Toulouse, France
2École de Technologie Supérieure, Montréal, Canada
3Université du Québec à Montréal, Montréal, Canada

February 23, 2023



Table of Contents

1 Background

2 Leveraging Fairness for Sensitive Attributes Reconstruction

3 Experimental Evaluation

4 Conclusion



Table of Contents

1 Background
Notations
Fairness in Machine Learning
Sensitive Attributes Reconstruction Attack

2 Leveraging Fairness for Sensitive Attributes Reconstruction

3 Experimental Evaluation

4 Conclusion



Notations

Classification
Consider some high-stakes decision making task, such as college admissions

Consider a labeled dataset D = (X , S ,Y ) ∈ (X × S × Y)N such that:
▶ X is a set of unsensitive attributes, which can be used for decision making (e.g., high

school grades)
▶ S is a set of sensitive attributes, which should not be used for decision making (e.g.,

gender)
▶ Y is the ground truth label (e.g., admission decision (yes/no))
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Fairness in Machine Learning

Statistical Fairness Metrics: Principle

Several protected subgroups defined by the different values of the sensitive attributes

Statistical/Group Fairness: Ensure that some statistical measure M of a classifier’s h
outputs differs by no more than a given tolerance ϵ between the different protected
groups and the overall dataset

Fair Learning Problem

A fair learning procedure L aims to produce a fair classifier h : X 7→ Y minimizing
some objective function obj(.) over some hypothesis space H

argmin
h∈H

obj(h,D)

s.t. ∀s ∈ S, | M (h, {e ∈ D})− M (h, {e ∈ D | se = s})| ≤ ϵ Unfairness tolerance

Statistical measure (e.g., positive prediction
rate for the Statistical Parity fairness metric)
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Sensitive Attributes Reconstruction Attack

Reconstruction Attacks
Reconstruction Attacks are a type of inference attack first proposed against database
access mechanisms [Dinur and Nissim, 2003]
▶ An adversary knows an entire database except one private column, and tries to

reconstruct it

Sensitive Attributes Reconstruction Attack
An adversary with some auxiliary knowledge (e.g., (X ,Y )) has black-box access to
fair model h trained on D

The adversary wants to reconstruct the training set sensitive attributes column S
(which h does not use for decision-making)
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Proposed Framework

Reconstruction
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Figure: The proposed attack framework.

1 A model h is learnt by the fair learning procedure L and used for inference

2 A Baseline Adversary tries to reconstruct the sensitive attributes S of h’s training set

3 Our proposed Reconstruction Corrector component takes as input the Baseline
Adversary’s reconstruction Ŝ and corrects it to comply with the fairness information
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General Reconstruction Corrector Model

The Integer Programming Model RC(Ŝ ,P, Ŷ , ϵ)

Inputs:
▶ ŝ i ∈ {0, 1}, i = 1, . . . ,N (baseline adversary’s reconstruction)
▶ pi ∈ {0, 1}, i = 1, . . . ,N (adversary’s confidence for ŝ i )
▶ ŷi ∈ {0, 1}, i = 1, . . . ,N (target model h’s predictions)
▶ Fairness information: h satisfies fairness constraints for some metric (e.g., SP) and some tolerance ϵ

Decision variables:
▶ s∗i ∈ {0, 1}, i = 1, . . . ,N (corrected sensitive attributes reconstruction)

min
N∑
i=1

(pi · (1 − ŝ i ) · s∗i ) +
N∑
i=1

(pi · ŝ i · (1 − s∗i )) (1)

s.t. : 0 <
N∑
i=1

s∗i < N (2)

−ϵ ≤
∑N

i=1 ŷ i
N

−
∑N

i=1 ŷ i ·s
∗
i∑N

i=1 s∗
i

≤ ϵ (3)

−ϵ ≤
∑N

i=1 ŷ i
N

−
∑N

i=1 ŷ i ·(1−s∗i )∑N
i=1 (1−s∗

i
)

≤ ϵ (4)

Confidence-weighted #changes to Ŝ

At least one example in each group

Group 1 fairness constraint

Group 0 fairness constraint
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General Reconstruction Corrector Model

Pros and Cons
(+) Can encode any constraint over the sensitive attributes
(-) Exponential search space (w.r.t. the number of examples N): not scalable
▶ For statistical fairness constraints: don’t need such granularity as only counts (per

protected group/per prediction/per label) matter
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Efficient Reconstruction Corrector Model

The Constraint Programming Model RCE(Ŝ ,P, Ŷ , ϵ)

Inputs:
▶ Baseline reconstruction cardinalities n+1 , n+0 , n−1 and n−0
▶ Arrays of sorted and cumulated adversary’s confidences for each example’s baseline reconstruction: T1+ ,

T0+ , T1− and T0−
▶ Fairness information: h satisfies fairness constraints for some metric (e.g., SP) and some tolerance ϵ

Decision variables:
▶ s+01 ∈ [0, n+0 ]: number of changes of ŝ i from 0 to 1, for examples such that ŷ i = 1
▶ s+10 ∈ [0, n+1 ]: number of changes of ŝ i from 1 to 0, for examples such that ŷ i = 1
▶ s−01 ∈ [0, n−0 ]: number of changes of ŝ i from 0 to 1, for examples such that ŷ i = 0
▶ s−10 ∈ [0, n−1 ]: number of changes of ŝ i from 1 to 0, for examples such that ŷ i = 0

For instance, consider that re-establishing fairness requires to swap five positively predicted
examples’ sensitive attributes from 0 to 1
▶ Then, s+01 = 5 and T0+ [s

+
01] is the cost of changing the sensitive attribute value from 0 to

1 for five examples positively predicted
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Efficient Reconstruction Corrector Model

The Constraint Programming Model RCE(Ŝ ,P, Ŷ , ϵ)

min T0+ [s+01] + T1+ [s+10] + T0− [s−01] + T1− [s−10] (5)

s.t. : n+0 + n−0 − s+01 − s−01 + s+10 + s−10 > 0 (6)

n+1 + n−1 − s+10 − s−10 + s+01 + s−01 > 0 (7)

−ϵ ≤
∑N

i=1 ŷ i
N

−
n+1 −s+10+s+01

n+1 +n
−
1 −s+10−s

−
10+s+01+s

−
01

≤ ϵ (8)

−ϵ ≤
∑N

i=1 ŷ i
N

−
n+0 −s+01+s+10

n+0 +n
−
0 −s+01−s

−
01+s+10+s

−
10

≤ ϵ (9)

Confidence-weighted #changes to Ŝ

At least one example in group 0

At least one example in group 1

Group 1 fairness constraint

Group 0 fairness constraint
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Efficient Reconstruction Corrector Model

Pros and Cons
(+) Polynomial search space (w.r.t. the number of examples N): scalable
▶ Solved to optimality in fractions of seconds in all our experiments with N > 100, 000

(-) Can only encode group-level constraints over the sensitive attributes
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Experimental Setup I

Setup Description: Learning Fair (Target) Models

(Target) Fair models are learnt using the Fairlearn library [Bird et al., 2020]

A wide range of unfairness tolerances with four fairness metrics:
▶ Statistical Parity [Dwork et al., 2012]
▶ Predictive Equality [Chouldechova, 2017]
▶ Equal Opportunity [Hardt et al., 2016]
▶ Equalized Odds [Hardt et al., 2016]

Three biased datasets with diverse characteristics:

Dataset Binary Prediction Task #Datapoints #Non-Sensitive
Features Sensitive Feature

UCI Adult Income
[Dua and Graff, 2017] Income above $50K 45,222 7 categorical,

6 numerical
Gender

(Male/Female)
ACSPublicCoverage*
[Ding et al., 2021]

Coverage from public
health insurance 98,928 17 categorical,

1 numerical
Age

(First Quartile/Others)
ACSIncome*

[Ding et al., 2021]
Income above $50K 135,924 7 categorical,

2 numerical
Race Code

(White/Other)
*(Texas State, 2018)
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Experimental Setup II

Setup Description: Reconstruction Attack

Baseline Adversary’s Reconstruction: ML-based adversary proposed by Aalmoes et al.
[2022], as informed as our Reconstruction Corrector component
▶ =⇒ Strongest baseline possible

Corrected Reconstruction: our proposed efficient model RCE(Ŝ ,P, Ŷ , ϵ) is solved
using IBM ILOG CP Optimizer and its default configuration
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Results
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Figure: Baseline and corrected reconstruction quality, for our experiments using
the Statistical Parity metric
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Other Experiments’ Takeaways

Additional Contributions
The attack success does not depend on the type of fairness intervention
(pre-processing, in-processing, post-processing) as black-box access to the model’s
predictions are sufficient

Even if it is not revealed explicitly, the fairness information can be inferred and the
attack still succeeds (and sometimes, even perform better!)

Considering a weaker baseline adversary, baseline reconstruction performances are
lower but our reconstruction correction step provides accuracy improvements of
comparable magnitude
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Conclusion

Summary

We propose a novel approach to improve sensitive attributes reconstruction by a
baseline adversary by incorporating user-defined constraints

We introduce two models implementing such approach, with genericity or efficiency
advantages

Our results show that the fairness information can be leveraged to improve the
success of sensitive attributes reconstruction attacks

Future Work
Combining our attack with different baseline adversaries

Applying our framework in the context of multi-valued sensitive attributes
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Intuition

We know that h is fair on its training dataset D = (X , S ,Y )

Yet, the reconstruction Ŝ outputted by some baseline adversary may not comply with
the fairness information

Then, if h is not fair on (X , Ŝ ,Y ), we know that Ŝ ̸= S

=⇒ We post-process Ŝ to compute S∗, a corrected version complying with the
fairness information and minimizing the confidence-weighted changes to Ŝ
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Experimental Setup: More Details

Setup Description: Reconstruction Attack

(Target) Fair models are learnt using the ExponentiatedGradient [Agarwal et al.,
2018] fair in-processing method (Fairlearn library [Bird et al., 2020]) with
scikit-learn [Pedregosa et al., 2011] DecisionTreeClassifiers as base learners
Baseline Adversary Original Reconstruction: ML-based adversary proposed
in [Aalmoes et al., 2022], as informed as our Reconstruction Corrector component
▶ Adversarial Knowledge:

⋆ Auxiliary attack set DA = (XA, SA, YA)
⋆ Training set non-sensitive attributes vector and true labels (X , Y )
⋆ Black-box access to the target fair model h

▶ Description of the Attack:
1 Computes ŶA = h(XA) and Ŷ = h(X )

2 Trains a machine learning model (coined attack model) to predict SA from (XA, YA, ŶA)
(we tune the attack model’s hyperparameters using a validation set)

3 Uses its trained attack model to predict (Ŝ, P) from (X , Y , Ŷ )

Corrected Reconstruction: our proposed efficient model RCE(Ŝ ,P, Ŷ , ϵ) is solved
using the IBM ILOG CP Optimizer via the DOcplex Python Modeling API and its
default configuration. It outputs a corrected reconstruction S∗
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Results using an In-Processing Method for Fairness I
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Figure: Corrected and original reconstruction quality, for our experiments using
the UCI Adult Income dataset.
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Results using an In-Processing Method for Fairness II
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Figure: Corrected and original reconstruction quality, for our experiments using
the ACSPublicCoverage dataset.
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Results using an In-Processing Method for Fairness III
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Figure: Corrected and original reconstruction quality, for our experiments using
the ACSIncome dataset
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Results using an In-Processing Method for Fairness (Countermeasure) I

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
Unfairness Tolerance 

0.800

0.810

0.820

0.830

0.840
Re

co
ns

tru
ct

io
n 

Ac
cu

ra
cy

Statistical Parity
Original (average and std)
Corrected (average and std)
Corrected (est.) (average and std)

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
Unfairness Tolerance 

0.800

0.810

0.820

0.830

0.840

Re
co

ns
tru

ct
io

n 
Ac

cu
ra

cy

Predictive Equality
Original (average and std)
Corrected (average and std)
Corrected (est.) (average and std)

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
Unfairness Tolerance 

0.800

0.810

0.820

0.830

0.840

Re
co

ns
tru

ct
io

n 
Ac

cu
ra

cy

Equal Opportunity
Original (average and std)
Corrected (average and std)
Corrected (est.) (average and std)

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
Unfairness Tolerance 

0.800

0.810

0.820

0.830

0.840

Re
co

ns
tru

ct
io

n 
Ac

cu
ra

cy

Equalized Odds
Original (average and std)
Corrected (average and std)
Corrected (est.) (average and std)

Figure: Original, corrected (from actual fairness constraint, and from estimated one (est.))
reconstruction quality, for our experiments using the UCI Adult Income dataset
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Results using an In-Processing Method for Fairness (Countermeasure) II
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Figure: Original, corrected (from actual fairness constraint, and from estimated one (est.))
reconstruction quality, for our experiments using the ACSPublicCoverage dataset
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Results using an In-Processing Method for Fairness (Countermeasure) III
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Figure: Original, corrected (from actual fairness constraint, and from estimated one (est.))
reconstruction quality, for our experiments using the ACSIncome dataset
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Results using a Post-Processing Method for Fairness

Table: Summary of the results of our experiments using the
ThresholdOptimizer [Hardt et al., 2016] fair post-processing method
implemented in the Fairlearn library [Bird et al., 2020]

Metric Reconstruction Perf. Estimated Constraint Reconstruction Perf.
(Corrected from

Estimated Constraint)Original Corrected Metric
Detect.

Average
Tolerance

UCI Adult Income dataset
SP 0.814 ± 0.006 0.858 ± 0.005 0.95 0.004 ± 0.003 0.856 ± 0.011
PE 0.807 ± 0.005 0.844 ± 0.004 0.97 0.003 ± 0.002 0.843 ± 0.007
EO 0.805 ± 0.005 0.807 ± 0.005 0.26 0.018 ± 0.010 0.828 ± 0.013

EOdds 0.807 ± 0.004 0.840 ± 0.009 0.00 0.005 ± 0.005 0.843 ± 0.007
ACSPublicCoverage dataset

SP 0.860 ± 0.006 0.875 ± 0.007 1.00 0.002 ± 0.002 0.873 ± 0.009
PE 0.860 ± 0.005 0.870 ± 0.007 1.00 0.003 ± 0.002 0.865 ± 0.007
EO 0.859 ± 0.006 0.861 ± 0.006 0.28 0.008 ± 0.005 0.862 ± 0.005

EOdds 0.860 ± 0.005 0.861 ± 0.005 0.00 0.002 ± 0.002 0.869 ± 0.007
ACSIncome dataset

SP 0.715 ± 0.010 0.764 ± 0.006 0.80 0.003 ± 0.003 0.754 ± 0.020
PE 0.688 ± 0.007 0.735 ± 0.006 0.86 0.003 ± 0.003 0.728 ± 0.016
EO 0.685 ± 0.006 0.689 ± 0.006 0.73 0.008 ± 0.006 0.700 ± 0.020

EOdds 0.688 ± 0.007 0.735 ± 0.006 0.00 0.002 ± 0.002 0.721 ± 0.022
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Results using a Pre-Processing Method for Fairness

Table: Summary of the results of our experiments using the
CorrelationRemover fair pre-processing method implemented in the Fairlearn
library [Bird et al., 2020]

Target model (under attack) Estimated Constraint Reconstruction Perf.
Train
Acc.

Test
Acc.

Estimated
Metric

Estimated
Tolerance Original Corrected

UCI Adult Income dataset
0.860 ± 0.003 0.848 ± 0.003 PE (68%), EO (32%) 0.023 ± 0.013 0.806 ± 0.005 0.827 ± 0.014

ACSPublicCoverage dataset
0.862 ± 0.001 0.852 ± 0.002 PE (92%), SP (8%) 0.006 ± 0.004 0.860 ± 0.006 0.872 ± 0.010

ACSIncome dataset
0.798 ± 0.002 0.785 ± 0.003 PE (100%) 0.056 ± 0.016 0.685 ± 0.008 0.763 ± 0.009
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