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Model

Parameters

� 1 dispatcher, n servers, jobs

� Job arrival rate λ, service rate µ

� Stability requires that λ < nµ

Randomness

� Poisson arrival process

� Exponential service times

� Continuous-time Markov chain

Examples: supermarket, cloud...
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Non-anticipating policies

� First-come-�rst-served scheduling

� Immediate, irrevocable assignment

Performance metrics

� Waiting probability

� Mean waiting time

� Communication cost (per job)

Variants: heterogeneity, scale...
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Research questions

Algorithm design

� E�cient use of resources

� Scalability

� Predictable performance

Performance evaluation

� Dimension infrastructure

� Compare algorithms

� Guarantee performance
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Join-idle-queue (JIQ)

De�nition

� Each server sends a token to the
dispatcher when it becomes idle

� Assign incoming job to the longest
idle server, if any

, otherwise to a
server chosen uniformly at random

Performance

� Vanishing waiting probability

� Communication ≤ 1 per job
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Assign-to-the-longest-idle-server (ALIS)

De�nition

� Each server sends a token to the
dispatcher when it becomes idle

� Assign incoming job to the longest
idle server, if any, otherwise to a
server chosen uniformly at random
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� Communication = 1 per accepted job
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Assign-to-the-longest-idle-server (ALIS)

Mathematical tractability

� Product-form stationary distribution
(Erlang loss model)

� Performance is insensitive
to the job size distribution

Generalizations

� Heterogeneous servers

� Assignment constraints

� Longer queues
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Load-balancing algorithm

� Each server sends a token to the
dispatcher upon a service completion

� Assign incoming job to the longest
idle compatible server, if any

Contributions

� Product-form stationary distribution

µ1

µ2

µ3

λ1,2
λ2,3

� Performance is insensitive to the job size distribution
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Assign-to-the-longest-available-token

C. Comte. �Dynamic load balancing with
tokens�. Computer Communications 144
(Aug. 15, 2019), pp. 76�88
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� Queue length `1, `2, and `3
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� Each server sends a token to the dispatcher upon a service completion

� Assign incoming job to the server identi�ed by the longest available token



15/22 NETWORKS Conference � June 4, 2021

Assign-to-the-longest-available-token

C. Comte. �Dynamic load balancing with
tokens�. Computer Communications 144
(Aug. 15, 2019), pp. 76�88

Model

� Arrival rates λ1,2 and λ2,3

� Service rates µ1, µ2, and µ3

� Queue length `1, `2, and `3

µ1

µ2

µ3

λ1,2
λ2,3

Load-balancing algorithm

� Each server sends a token to the dispatcher upon a service completion

� Assign incoming job to the server identi�ed by the longest available token



15/22 NETWORKS Conference � June 4, 2021

Assign-to-the-longest-available-token

C. Comte. �Dynamic load balancing with
tokens�. Computer Communications 144
(Aug. 15, 2019), pp. 76�88

Model

� Arrival rates λ1,2 and λ2,3

� Service rates µ1, µ2, and µ3

� Queue length `1, `2, and `3

µ1

µ2

µ3

λ1,2
λ2,3

Load-balancing algorithm

� Each server sends a token to the dispatcher upon a service completion

� Assign incoming job to the server identi�ed by the longest available token



16/22 NETWORKS Conference � June 4, 2021

Assign-to-the-longest-available-token

Contributions

� Product-form stationary distribution:

π(c1, . . . , cn) ∝
n∏

p=1

µcp
λ({c1, . . . , cp})

� Performance is insensitive to the job size
distribution if the scheduling policy is
processor-sharing
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λ1,2
λ2,3

� Connection with existing queueing models and algorithms:
order-independent queues, Whittle networks, ...



16/22 NETWORKS Conference � June 4, 2021

Assign-to-the-longest-available-token

Contributions

� Product-form stationary distribution:

π(c1, . . . , cn) ∝
n∏

p=1

µcp
λ({c1, . . . , cp})

� Performance is insensitive to the job size
distribution if the scheduling policy is
processor-sharing

µ1

µ2

µ3

λ1,2
λ2,3

� Connection with existing queueing models and algorithms:
order-independent queues, Whittle networks, ...



16/22 NETWORKS Conference � June 4, 2021

Assign-to-the-longest-available-token

Contributions

� Product-form stationary distribution:

π(c1, . . . , cn) ∝
n∏

p=1

µcp
λ({c1, . . . , cp})

� Performance is insensitive to the job size
distribution if the scheduling policy is
processor-sharing

µ1

µ2

µ3

λ1,2
λ2,3

� Connection with existing queueing models and algorithms:
order-independent queues, Whittle networks, ...



17/22 NETWORKS Conference � June 4, 2021

Numerical results
µ1 = µ2 = . . . = µ10 = 1 `1 = `2 = . . . = `10 = 6 λ1,2,...,7 = 4λ4,5,...,10

0 7
10

7
8

1 3
2

2 3
0

0.2

0.4

0.6

0.8

1

Load

B
lo
ck
in
g
pr
ob
ab
ili
ty



17/22 NETWORKS Conference � June 4, 2021

Numerical results
µ1 = µ2 = . . . = µ10 = 1 `1 = `2 = . . . = `10 = 6 λ1,2,...,7 = 4λ4,5,...,10

Ideal

0 7
10

7
8

1 3
2

2 3
0

0.2

0.4

0.6

0.8

1

Load

B
lo
ck
in
g
pr
ob
ab
ili
ty



17/22 NETWORKS Conference � June 4, 2021

Numerical results
µ1 = µ2 = . . . = µ10 = 1 `1 = `2 = . . . = `10 = 6 λ1,2,...,7 = 4λ4,5,...,10

Ideal

0 7
10

7
8

1 3
2

2 3
0

0.2

0.4

0.6

0.8

1

Load

B
lo
ck
in
g
pr
ob
ab
ili
ty

Uniform static



17/22 NETWORKS Conference � June 4, 2021

Numerical results
µ1 = µ2 = . . . = µ10 = 1 `1 = `2 = . . . = `10 = 6 λ1,2,...,7 = 4λ4,5,...,10

Ideal

0 7
10

7
8

1 3
2

2 3
0

0.2

0.4

0.6

0.8

1

Load

B
lo
ck
in
g
pr
ob
ab
ili
ty

Uniform static

Best static



17/22 NETWORKS Conference � June 4, 2021

Numerical results
µ1 = µ2 = . . . = µ10 = 1 `1 = `2 = . . . = `10 = 6 λ1,2,...,7 = 4λ4,5,...,10

Ideal

0 7
10

7
8

1 3
2

2 3
0

0.2

0.4

0.6

0.8

1

Load

B
lo
ck
in
g
pr
ob
ab
ili
ty

Uniform static

Best static

Token based



18/22 NETWORKS Conference � June 4, 2021

Outline

1. Introduction to load balancing
1.1 Model and research questions
1.2 JIQ and ALIS

2. Case studies
2.1 Assignment constraints and server heterogeneity
2.2 Optimal queue lengths

3. Conclusion



19/22 NETWORKS Conference � June 4, 2021

Model and contributions

Based on a joint work with Mark van der Boor that will be presented at IWQoS 2021.

Model

� Arrival rate λ

� Service rates µ1 and µ2

� Queue lengths `1 and `2 with `1 + `2 = L

µ1

µ2

λ

Load-balancing algorithm

� Each server sends a token to the dispatcher upon a service completion

� Assign incoming job to the server identi�ed by the longest available token

Question: Which queue length minimizes the blocking probability?
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Optimal queue lengths

Theorem 1: There is λ∗ > 0 such that,
for λ ≤ λ∗, the blocking probability is
minimized when `1

L '
µ1

µ1+µ2
and `2

L '
µ2

µ1+µ2
.

Theorem 2: There is λ∗ > 0 such that,
for λ ≥ λ∗, the blocking probability is
minimized when `1

L '
1
2 and `2

L '
1
2 .

µ1

µ2

λ

Theorem 3: The optimal queue length of the fastest server, in terms of the blocking
probability, is decreasing with the arrival rate λ.
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Conclusion

Take-away messages

� Token-based algorithms o�er a scalable method to deal with assignment constraints.

� ALIS and its generalizations are mathematically tractable in �nite systems, and they
give insights into possible generalizations of JIQ.

� ALIS and its generalization are insensitive to the job size distribution.

Research questions

� Generalize blocking (insensitive) variants.

� Formalize the relation between JIQ and ALIS.
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