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Abstract—In contrast to classical observers operating syn-
chronously with the plant, this paper proposes a state estimation
algorithm that executes Luenberger observers in a back-and-
forth manner using the stored inputs and output signals. One
benefit of this technique is the rapid convergence of state
estimation error without relying on high injection gain, so
that the amplification of measurement noise is much relieved.
Moreover, by operating the observer in the proposed manner,
we obtain an upper bound on the estimation error independent
of its initial value. Some real-time applications of the proposed
idea, and the effect of disturbances, are also discussed.

I. INTRODUCTION

State observers are employed in practice to estimate the
internal state variables of a dynamical system (called a
‘plant’) from the knowledge of the input/output signals
and the mathematical model of the plant. Conventionally,
state observers (such as the observer by [10]) operate syn-
chronously in time with the plant, meaning that the observer
time index is synchronized with the time index of the real
plant. On the other hand, a batch operation involves storing
the input and output signals for a certain time interval, and
then processing all the gathered information at certain time
instants to compute the state estimate; see [11] as an example
of using an optimization routine to generate state estimates
using the signals stored over an interval. As a matter of fact,
the synchronous operation has been preferred over the batch
operation because the latter is not so easy to implement
in real-time whereas the former requires less memory and
computing power. It can be recalled that the recursive form
of the Kalman filter is preferred over its closed form for the
same reasons [9].

However, recent advancements in computing power and
memory capacity make the implementation of batch oper-
ations quite feasible. This motivates us to present a new
method of operation for state observers in this correspon-
dence, that uses the stored input and output signals to process
the state estimates. Out of the several benefits emerging from
this technique, following are the most notable ones.

1) Peaking phenomenon: In order to obtain a good esti-
mate rapidly, one often employs a high injection gain
in the observer design, and this incurs amplification
of measurement noise and large transients in the es-
timation error for some initial conditions of the error
(known as ‘peaking phenomenon [14]’). Researchers
in the past have employed time-varying gains to over-
come this problem [1], where the basic idea is to obtain
rapid convergence initially with high gain and then
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switch to a low gain around the steady state. Address-
ing the same issue, our proposed scheme provides an
alternate method to avoid these undesirable effects in
the transient response without injecting output with
high gain, while achieving rapid convergence.

2) Error estimate: One drawback of the conventional state
observers is that, even if the estimate #(¢) is guaranteed
to converge asymptotically to the actual state x(¢) with
the passage of time, it is not known how close the
current estimate Z(¢) is to the real state x(t) unless the
size of initial error is known. The algorithm proposed
in this paper is used to obtain an upper bound on state
estimation error that is independent of the initial value
of the error. Moreover, by successive iterations of the
proposed back-and-forth scheme, the estimation error
over any finite interval can be made arbitrarily small.
The error reduction can be achieved simply at the cost
of higher computation, and not necessarily requiring
the knowledge of inputs to the observer over larger
time period.

The underlying idea of our observer scheme is to generate
state estimates using integration forward and backward in
time. Specifically, we run a classical Luenberger observer
over a certain interval forward in time, and with the estimate
obtained at the end of this interval, we run another observer
backward in time over the same interval. The poor transient
performance of the state estimation error is eliminated by
the backward recursion, thus the resulting estimate obtained
after one cycle of this back-and-forth operation is close to
the actual state on the entire interval. Successive iterations of
this routine then yield better and better estimates. This simple
idea provides good estimates without necessarily employing
the high injection gains and, unlike classical observers, one
also obtains the bound on estimation error. Even though these
benefits arrive at the cost of some delay in the computation
of the estimate Z(¢) for the current state x(¢), this delay can
be compensated by a ‘catch-up’ procedure that inherently
relies on performing numerical integration faster than the
real time frame (this will be clarified in Section IV-A). We
envisage the use of proposed technique especially when the
knowledge of input and output signals is available for brief
amount of time but still the state estimates are required to
be arbitrarily close to the actual state.

On an intuitive level, a variant of the proposed scheme,
called back-and-forth nudging (BFN) method, has been
adopted in several applications [2], [3], [5], [8] to reconstruct
the initial state of the system when the output measurements
are sparse in time and space. The BFN algorithm was
first introduced in [2] for a linear system with convergence
analysis. It has been generalized to nonlinear systems in



[3] without convergence analysis, and the method has been
applied to identify the initial state of a quantum system
in [5], [8]. The proposed operation is different from the
smoothing filter [9] in the stochastic estimation field, in
that their objectives are different and that the forward and
backward integrations are not simultaneous but sequential,
although both of them utilize the integration in forward and
backward directions.

Developing further the idea of back-and-forth operation of
state observers in this paper, we discuss several utilities of the
proposed scheme in an analytical setting. In Section II, we
begin with an overview of the back-and-forth operation with
convergence analysis of estimation error, and obtain an upper
bound on the state estimation error over a finite interval.
For linear systems, gains selection method is discussed in
Section III. Some real-time applications are discussed in
Section IV, and the effect of process and measurement
disturbances is studied in Section V.

II. BACK-AND-FORTH PROCESS AND
ESTIMATION OF ERROR BOUND

We introduce the back-and-forth operation of an observer
for a general nonlinear case in this section. Consider a
smooth nonlinear system written as

&= f(z,u),

y = h(x), z(0) = xo,
where € R” is the state, v € R™ is the input, and y € RP
is the output. Suppose that, for a given time interval [0, d]
with d > 0, the input u(t) and the output y(¢) are collected
and stored in memory for the entire interval.

The solution x(t) obviously satisfies the forward-time
description of the system

da;it) = f(z(t),u(t)), y(t) = h(z(t)), z(0) =z (2)

for t € [0,d], and the following backward-time description,
with s :=d — ¢ and Z(s) := x(d — s),

dfz(ss) = —f(z(s),uld — 5)), y(d—s) =n(z(s)), ©)

with the initial value £(0) = z(d) for s € [0, d].
Now suppose that there are two observers for both system
(2) and (3). More specifically, we assume the following.

Assumption 1: There exist the forward observer for sys-
tem (2) given by

dzy(t)

(D

G = Jr(Er @), u), () )

and the backward observer for (3) given by

di .
Z’f) = fol@y(s),u(d = s),y(d=5) ()
such that, for ¢,s € [%,d],

|25 (t) — x(t)] < al&7(0) — z(0)] (6)
|2(s) = 2(s)| < alZs(0) — 2(0)] ()
where 0 < o < 1. O

Remark 1: In the literature, there are many design meth-
ods for nonlinear observers which guarantee asymptotic error

convergence. These designs are suitable for Assumption 1
by taking d sufficiently large. If d is not large, then several
nonlinear observer designs, that assign arbitrary convergence
rate, can also be employed. For example, the high-gain
observer design in [6] yields the error inequality |Z/(t) —
z(t)] < X(0)exp(—0t)|Z¢(0) — x(0)| for a given constant
6 > 0, and the polynomial A\ in 6. Here, by choosing
observer gains appropriately, # can be made arbitrarily large.
Although, the value of \() increases with # in general, the
growth of )\ is suppressed by the exponential decrease of
exp(—0t) at a positive time ¢. Hence, Assumption 1 can still
be met by increasing 6. Once the forward observer satisfying
(6) is obtained, the backward observer is often derived by the
same method such that (7) holds. O

We now explain the back-and-forth operation of the ob-
servers. Suppose that, at time ¢ = d, the following operation
is performed. Let Z((0) be an arbitrary initial guess for z(0).
Setting & 7(0) = Z¢(0), the forward observer (4) is integrated
first, with the stored u(¢) and y(¢), over the interval [0, d].
The corresponding solution &;(t),¢ € [0,d], is then stored
in the memory. At time ¢ = d, the backward observer (5) is
integrated over the same interval [0,d] with Z¢(d) as the

initial condition of &, i.e., £,(0) = &s(d), the solution
obtained is then stored as Z(s), s € [0, d]. Finally, we take
R ip(d—t), te0,9)
Z1(t) =1 . ®)
{xf(t)v te [gad}

as the estimate of x(¢) on the interval [0,d]. Then it is
trivially seen that &1 () is quite a rich estimate of z(¢) on the
interval without transients (but with a possible discontinuity
at t = d/2). Indeed, by Assumption 1, we have
sup |21(t) —z(t)] = sup |Zf(t) —2(t)]
te[£,d] te[£,d]
< a|25(0) — z(0)] = a|20(0) — =(0)]
and
sup |#1(t) —x(t)] = sup |Zs(s) — Z(s)|
t€[0,2) s€(4,d]
< al@y(0) = 2(0)| = afis(d) — (d)]
< a?[20(0) — z(0)| < alz(0) — z(0)]-
Therefore, we obtain that
sup [21(t) — z(t)| < a20(0) — z(0)], ©9)
te[0,d]
|#1(0) = 2(0)] < a®[d0(0) — z(0)],

in which, inequality (9) indicates that £ (¢) is an estimate of
x(t) on the entire interval [0, d] without any transients.

As a matter of fact, the back-and-forth process can be
repeated by setting ¢(0) = 2,(0) in order to obtain an im-
proved estimate &;11(¢) from another round-trip excursion.
If the process is repeated R times, then

and (10)

sup [Er(t) — 2(t)] < a®[20(0) — x(0)|, (1D
te[0,d]
2;(0) — x(0)| < &®|#;—1(0) —2(0)], 1<i<R, (12)

that is, the estimation error decreases by the factor of oft
times the initial error |£o(0) — 2(0)|, and thus, converges to
zero as R tends to infinity.



Fig. 1. With L = |£1(0) —Z0(0)|, solid circle shows the region containing
(0) accordmg to Remark 3. The dashed circle displays the set {x : | —
21(0)] < 2 } related to the coarse bound in (14).

Another benefit of the back-and-forth operation comes
from inequality (10). From (10) and the triangular inequality

20(0) — z(0)| = |£1(0) — 20(0)| < |21(0) — =(0)],
it follows that
1
70(0) = 2(0)] £ ———5181(0) = 30(0)).  (13)
Using (9), this in turn leads to
sup [d1(t) = ()] < 7——131(0) = 30(0).  (14)
t€[0,d]

Note that the right-hand sides of (13) and (14) become
known after one excursion, which constitute the guaranteed
upper bound on the estimation error. If the computing power
is strong so that the back-and-forth operation is quickly
performed on-line, then the upper bound of estimation error,
as well as the estimate #1(¢), can be obtained soon after
t = d when the computation begins. These discussions are
summed up in the following result:

Theorem 1: Suppose that Assumption 1 holds for sys-
tem (1). For each ¢ =1,2,.. ., let

S 01) Zp(d —t),
«(t): {j"f(t%

where £7(-) and 23(-) are obtained from the integration of
(4) and (5) by setting & ;(0) = £;-1(0), and Z;(0) = Z¢(d),
respectively, with Z(0) picked arbitrarily. Then, it holds that,

2(t)] < 75 1801(0) — 2:(0)], (16)

0,4)
: (15)
4.d

sup |Zi41(t) —

te[0,d]
where |2;41(0)—2;(0)| = O(a?), that is, the state-estimation
error is bounded by a known quantity and converges to zero
as ¢ tends to infinity. O

Note that, by (11), the right-hand side of (16) goes to zero
as ¢ increases, so Theorem 1 states that one can perform
the back-and-forth operation repeatedly until the required
precision of the estimation is obtained, and stop. This is
simply done by monitoring |Z;11(0) — Z;(0)|.

Remark 2: The norm of x(¢) can also be estimated from
(16) because Z; and Z;y; are known. An advantage over
the norm-estimator of [13] is that the estimated norm is a

guaranteed upper bound obtained at time ¢ = d + D where
D is the time elapsed for computation while the information
from the norm-estimator of [13] converges to the actual norm
of the state as time tends to infinity. On the other hand, the
norm-estimator of [13] requires much weaker condition of
‘output-to-state stability’ than Assumption 1. %
Remark 3: (Tighter bound on the estimation error) In
fact, without using the triangular inequality, tighter bound
than (13) can be obtained. Note that {z : \zl —z| <
02|z —al} = {z : |r — (Zara — 12 20)| < p2ala —
20|} Therefore, it follows from (10) that 2(0) 1s “located
within the circle of radius 27 L, where L is the distance
|21(0) — 2(0)|, centered at = =21 (0) — 13(!4 20(0) =
2 (£1(0) — 0(0)) + 20(0). See Fig. 1 for illustration. {
The back-and-forth operation is intrinsically a batch pro-
cess. However, with strong computing power and large
memory, it can be used on-line. The details of on-line
implementation will be given in Section IV.

III. LINEAR SYSTEMS CASE

For linear systems, more concrete method for observer
construction can be addressed, under which Assumption 1
holds. Consider the linear system

T = Az + Bu

y=Czx a7

with 2(0) = xp, where (A, C') is an observable pair.
Proposition 1: For a given d > 0 and a given « such that
0 < a < 1, there exist gain matrices Ly and L; such that
[exp((A = LyC)1)]| < e,

Yt € [d/2,d], (18)

and

|exp(—(A—LyOYW)|| <a,  “teld/2,d. (19)
See the Appendix for a constructive proof of Proposition 1.
Then, the forward observer is given by

d
dtJUf—Aa?f—FBu()—FLf(y(t)—Cff) (20)
while the backward observer is
d
£§:b = —AZ, — Bu(d — s) — Ly(y(d — s) — Ciy). (21)

In fact, the backward observer is based on the backward-time
description of the system (17) written as

d _
with Z(s) = x(d — s) for s = d —t € [0,d]. With
Proposition 1, it is clear that Assumption 1 holds.

~Bu(d—s), y(d—s)=

IV. REAL-TIME APPLICATIONS

In this section, we discuss some applications of the pro-
posed back-and-forth state estimation algorithm.



Fig. 2. Operation time chart. Solid arrow implies real time frame, and
solid-dot means numerical integration time frame that is faster than real
time.

A. Enhancing Convergence Rate of Conventional Observers

In order to enhance the convergence rate without using
unnecessarily high injection gain, a conventional observer
given by

@(t) = A2(t) + Bu(t) + L(y(t) — C(t))  (22)
can be equipped with the estimation update law
B(t;) = 25 (t:) (23)

in which the time ¢; and Z;(¢;) will be specified shortly as
an outcome of the back-and-forth operation. Since the update
law (23) introduces discontinuity in the state trajectory, the
overall observer becomes hybrid-type.

1) Choosing the gains: Suppose that L is designed as
L = P7CT where P is the symmetric positive definite
solution of

PA+ATP—207TC = —6P (24)

with some 6 > 0, so that (A — LC') becomes Hurwitz. (Note
that ¢ is not necessarily high.) Let L; = L and find d such
that ||exp((A — L;C)t)|| < 1 for ¢ > d. Then, find L; that
satisfies || exp(—(A — LyC)t)|| < 1 for ¢ > d (one may refer
to the Appendix).

2) Computing t; and &7(t;): With the gains L; and Ly,
prepare two additional observers (20) and (21). The state
observer given in (22) is started at ¢ = 0 with some initial
condition Z(0), and it runs synchronously with the plant in
the regular time frame. At time ¢t = ¢y := d, the backward
observer (21) starts with the history of inputs and outputs
over the interval [to — d,tp] and with the initial condition
Z(0) = Z(tg). After the backward integration reaches the
time ¢y —d, the forward observer (20) takes over with ¢ (to—
d) = &p(d). It is integrated with the input and output history
for [to — d,to + D], where positive D indicates the elapsed
time for going backward and forward. At time ¢t = ¢ :=
to+ D, the state &(t1) is reset as in (23) (with ¢ = 1). Then,
with £,(0) = Z(t1) at the time ¢ = ¢1, this back-and-forth
operation repeats as illustrated in Fig. 2.

We assume that the backward and forward observers can
be integrated at a much faster time scale ot where o > 1.
Thus, the integration of the backward observer takes d/o
seconds, and the time of integration for both observers is
(2d + D) /o seconds, which should be the same D seconds
measured in the regular time frame (see Fig. 2). This implies
that D = 2d/(o — 1), and let the time ¢; = t;—1 + D.

3) Analysis of state estimation error: We now analyze
the reduction in estimation error due to (23) compared to
the observer without such reset map. If Z.(¢) denotes the
continuous solution of (22) without the reset map (23), then
the size of estimation error Z. := Z. — x can be evaluated
in terms of the error Lyapunov function V = Z(t)” Pi.(t).
It is observed that V' = —AV along the observer (22) and
the plant (17) when there is no reset (23). Considering the
interval [0, ;] for the sake of simplicity, we have

jc(tl)TP.’iC(tl) = exp <—0 2 1d> i’c(t())TPfi'c(t()).

o —
On the other hand, to see the error reduction with the reset
map (23), let & := &—x, &y := &y—x and Ay := —A+LC.
By the fact that A— LC = A—L;C and d+ D = ((¢ +
1)/(e = 1))d, we obtain that

B(t1)" PE(tr) = 34 (t)" Pig(th)

1
= exp (—eerld) Tp(to — d) Pig(to — d)

1
= exp (—HZid) To(to)T exp(AL d) P exp(Apd)Z.(to).

Therefore, the use of state update (23) provides more reduc-
tion in estimation error within the same real time interval by
the amount

Zo(t1)" PEe(t) — &(t)" Pi(t)
= e—eﬁdj(to)T(P - e_gdeAgdPeAbd)i(to)

where the matrix P — e~%%e4t 4 PeAvd g positive definite.
This argument can be applied at each ¢;, + > 1, which
suggests that the update law (23) indeed diminishes the size
of estimation error.

Example 1: A simulation is performed for a linear sys-
tem with A = [0,1,0;0,0,1;—-0.03,—-0.5,—-0.2], B =
[0.5;0.5;1], C = [1,0,0], and u(t) = sin(t). Both injection
gains Ly and L, are chosen with & = 1.5 in (24). For
comparison, another gain Ly, is chosen with § = 2.5, which
will be used for a conventional observer, e.g., like (22).
The value § = 2.5 is selected such that the error reduces
by more than 1/8-th of its initial value within 3 seconds,
which is verified in Fig. 3. On the other hand, we suppose
that the back-and-forth operation begins at {5 = 3 like in
Fig. 2. Since max{||e3(A=LsO)|| [le=3(A-LO N < 1/2,
the reduction in error after one back-and-forth operation is
more than 1/8 = (1/2)3. This can be clearly observed in
Fig. 4, in which the estimate is obtained immediately after
t = 3, and after that, a conventional observer with Ly is
used. However, with a measurement disturbance (analyzed
formally in Section V), y = Cxz + sin(3t), it can be seen
in Fig. 5 that the performance of the high-gain observer
becomes degraded while the back-and-forth observer gives
better results because the relatively small gain. O
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Fig. 3. Plot of ||e(A=LnO|, AL, and [|e~(A~Lo O,
in which L, = [3.6;8.2;4.4], Ly = [2.1;2.7;0.25], L, =
[—2.5;4.2; —1.9].
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norm of estimation error of HG obs
10 = = = norm of estimation error of BF obs
8 + norm of estimation error of 1st F obs | |
64'
4 L
2 L
0 e
0 1 2 3 4 5
Fig. 4. Plot of the estimation error ||#(¢) — z(t)|| from the conventional

observer with high gain Lj, (blue solid), the back-and-forth operation (green
dashed), and the first run of the forward observer (red +). It is seen that,
even though the first estimate of the forward observer is not satisfactory, the
back-and-forth operation results in the estimate as good as that of the high
gain observer at time ¢ = 3. Initial condition of the plant is [5; —3; —3]
while initial conditions of both observers are set to zero.
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Fig. 5. Plot of the estimation error ||Z(¢t) — z(¢)|| as in Fig. 4, but with a
measurement disturbance sin(3t).

B. Intermittent Monitoring

As mentioned earlier, the conventional observers only
guarantee the convergence of state estimation error to zero
but don’t provide any information about the size of error.
However, the use of the back-and-forth operation, in par-
ticular the use of backward observer in conjunction with a
conventional observer, allows us to monitor the quality of

Fig. 6. All switches are synchronized.

estimation error. With a gain L for the conventional observer,
one can find d such that || exp((A — LC)d)|| =: o < 1, and
then design Ly such that || exp((—A + LyC)d)|| < a. From
time to time when the information about the estimation error
is required, say, at ¢t = t*, the backward observer is employed
with £, (0) = &(¢*) over the interval [t* —d, t*] to obtain the
estimate

2(t) — 2(t")] < (a/(1 = o®))[d(d) — &(t" — d)]
which is derived in the same manner as one arrives at (14)
using (10).

C. State Estimation of a Switched System

Consider a switched system given in Fig. 6, which has
two modes of operation described by

1= A + Biu, = Cixq,
5 {1?1 171 1Uu ) 171 (25)
To = Agxo + Aoy,
for mode 1, and
1= A A
S, - {$1 121 + Aj222 (26)
To = Asxo + Bou, y = Coxa,

for mode 2, where the pair (4;,C;), i = 1,2, is observable.
Now suppose that the system configuration switches between
modes 1 and 2 (i.e., between (25) and (26)) after every
T seconds, and we want to estimate the states x; and
z9 completely. Note that, at each mode, the system is not
completely observable. For example, at mode 1, the state xo
is unobservable.

One can design a separate observer for each mode of
operation as follows:

21 = A1y + Biu — LiCh#y + Ly (27a)

To = Agdig + Andy (27b)
for ¢, and

.fi?l = A% + Ai229 (28a)

.’)é‘g = Aso + Bou — LoCoZg + Loy (28b)

for X9, where L; and L, are large enough so that some
meaningful estimates £, and 25 are obtained over the interval
of length T'. In fact, at the end of the first period [0,7),
one can obtain the estimate #1(7") by (27a) for mode 1.
For the second interval [T, 2T), this estimate serves as the
initial condition of (28a), and the observer (28b) starts to
estimate xo(t). However, the observer (28b) will exhibit
some transients during the initial period of the interval
[T, 2T"), which may corrupt the estimate &1 (¢) being obtained
through the observer (28a) because of initially large error
between Z2(t) and xa(t).



To overcome this problem, the following hybrid-type ob-
server may be utilized instead of (27) and (28)

2 .’1;71 = Alf,%l + B1U

Y14 29
! {552 = AsZo + A3y 29)

& 31 = A1dy + A1ads

Yo i< . 30
? {552 = Aoty + Bou GO
&1 (kT) & (KT
2 — (& k> 1 31

() = (). = e

where the variables 51 and ég will be obtained shortly using
the back-and-forth operation such that the inequality,

12((k +2)T) — x((k + 2)T)| < ~v[2(kT) — z(kT)|, (32)

holds for all k > 1, x := (2, 2%)7, and a desired
parameter v < 1. The inequality (32) guarantees the con-
vergence of estimation error to zero due to the fact that
SUPyc e (s 1)) [2(1) — 2(t)] < ME(KT) — 2(kT)| where
M 1is a constant. The latter inequality holds because the
dynamics for £ — x are linear and their growth is bounded
over a finite interval. .

In order to design &; and &5, we prepare the back-and-forth
observer (20) and (21) for the x;-subsystem of (25) and for
the xo-subsystem of (26), respectively. For each subsystem,
the injection gains Ly and L; are designed such that (18)
and (19) hold with d = T'/2 and

1

,Y R
= )
\@max{ahaz,%,%}

where o] = M1 + LlLQ + L2, Qo = LlMg + MQ, Q3 =
My + LyLy + Ly, ag = LoMy + My and

T
/ eA"s dSAZJ
0

and let R+1 be the number of round-trips of numerical back-
and-forth integrations that are possible within the interval of
length 7'/2. Clearly, the number R relies on the computation
power. . R

Let the initial condition & (0~) and &(0~) be arbi-
trary. Fig. 7 illustrates the strategy to obtain & (k7~) and
& (kT ™), for k = 2, over the interval [T,27") when mode 2
is active. At time ¢ = T, the estimate #;(7') and 2(T)
are set to £ (7T7) and &(T~) respectively, and they are
integrated in the real time by (30). At the same time, the
initial condition of the forward observer (for estimating z2)
is set by &(T~) = &2(T'), and this forward observer runs in
the real time first until 7'+ 7'/2. At T'+ T'/2, the backward
observer is employed with the terminal state of the forward
observer as its initial condition. The round-trip of back-
and-forth operation continues R times with the input-output
data of the interval [T, T + T/2], after which the forward
observer is finally integrated from 7" to 27". Since the time
elapsed by the back-and-forth operation and the last forward
operation does not exceed T'/2, the last forward integration
will ‘catch up’ with the real time, as indicated in Fig. 7.
While these operations are performed, the information about
&2(t) is collected as illustrated in the figure. At the same

M; = [l L; 12‘ s 4 J =120 %],

I &' To
#1(T)=&(T7) ® L1 & L2
(1) = &(T7) :
Ilf :
£1(0) = &(T7) d g
51 . .
oA & ih(0) = 24(T/2) :
2 : :
&5 :
i2(0) =i (T/2)p = — = — = === — —>
T :
———————— >
_________ Yo _
%—) : catch up real time
¢ R+1
© §2 i : 1 >
N : )
: Y
IS &2
G =G ) mm m s T e

Fig. 7. Operation time chart for mode 2 in the interval [T, 2T). Solid
arrow implies real time frame, and solid-dot means numerical integration
time frame that is faster than real time. Circles with letters indicate the
synchronized time.

time with the start of the last forward observer, we begin the
integration of

&1 =416 + Ao (33)
with the initial condition £, (T') = £;(T~) and with the signal
ég(t) obtained by back-and-forth operation over the interval
[T, 2T"). By this procedure, we obtain £; (27"~ ) and &, (27).
This procedure repeats in the next interval, with the role for
x1 and xo being switched, aAnd instead of (33), following

equation is used to compute &5:
& = Asls + Anf (34)

instead of (33).
We now proceed with the error analysis. Let € := & — .

Then, e(kT) = &(kT) —2(kT) = £(KT~) —2(kT). We note
that, for the (2k + 1)-th interval, k € N, él is the estimate
from the back-and-forth observer while 52 is the state of (34),
and for the 2k-th interval, their roles are reversed. Therefore,
in the first interval [0, T), we have that

e (T)] < affer (0)]

T
ea(T)] < [T [ex(0)] + / A2 Ay
0

Similarly, we can derive the following expressions for the

second interval [T, 2T),
T
/ e3ds Ay
0

T
/ 6Alsd8A12
0

T
/ eA25ds Aoy
0

< afffle2T[le2(0)] + o

[afle1(0)]] -

lex(2D)] < [l [llexn (T)] + [ e (T)]

< afflle™lles (0)] +

T
/ eAl stAlg
0
and

|e2(27)] < aftjea(T)]

lle2™ [[le2(0)]

+af lex (0)]

T
/ eAzstAgl |61(0)|
0




The terms within the brackets, [-], are due to the back-and-
forth observer, which yield a rich estimation on the entire
interval of length T, including the initial period. Finally, it
is seen that

€(2T)| < [ex(2T)] + |e2(2T))|
< OéR(Ml =+ L1L2 + L2)|€1(0)| + O{R(LlMQ + MQ)
X |e2(0))]

< (0] +1e0) <11e(O)]
This proves the claim (32) for even k. For odd k, the proof
is similar and thus omitted.

Thus we have shown that the use of the back-and-forth
observer has improved the transient response of the state
estimation error, thus leading to quality estimates of the state
variable over the entire interval.

V. EFFECTS OF DISTURBANCES

In this section we are interested in the effects of external
disturbances on the back-and-forth operation. In particular,
we consider an observable linear system given by

& = Ax + Bu+d;(t)

y = Cx+da(t) (35)

where d; and dy denote the process disturbance and the
measurement disturbance, respectively. Then, the following
result shows that, even under the disturbances, the upper
bound of the estimation error is obtained.

Proposition 2: Pick d > 0 and 0 < o < 1, and suppose
that two gains Ly and L, are designed by Proposition 1. The
repeated back-and-forth operation of the forward observer
(20) and the backward observer (21) for system (35) results
in

~ o A A~
sup |&ir1(t) — 2(t)] < 7——52i+1(0) — 2:(0)]
t€[0,d] -«
My + M,
4 (O&(Oél i‘ az b) + (Mf +Mb)>

x max{||dy(t) — Lyda(t)||[0,a), |d1(t) — Leda(t) 0,4}

(36)

for i = 0,1+, where My = [/ | exp((A — LyC)t)]ldt,
d
M, = [;|lexp(—(A — LyC)t)||dt, and ||z(t)|[jo,q :=
Sup;c(o,q) [4(t)|, with &9(0) = o being the initial guess.
Moreover,
lim |41 (0) — &;(0)] = 0. 37
1— 00

Proof: From the repeated back-and-forth operation, we

get
ti(d—t), t d
wu(p) = =0 e l0) (38)
xf (t)v te [7 d]
where 7% and %) are obtained from the i-th iteration of

equations (20) and (21), respectively. Let Z;(t) = &;(t) —
z(t). The initial conditions for each iteration are given as
#(0) = if(d) and A’H(O) = 2}(d) with i}(O) = %0(0).
Now with the error varlables T (t) = @%(t) — =(t) and

Ty (s) = 2y (s) —2(s) = T}(s)

—x(d—s), two error dynamics

become
dx:;t(t) — (A — Lfc)i‘éc + (Lfdg(t) _ dl(t))7
d%s((g) = _(A — LbC)i'z - (Lbdz(d — s) — dl(d _ S))

For convenience, let Dy (t) =
S) = Lbdg(d — S) — dl(d -

sup |Zi11(t)] = sup |Z5 ()]
te[2,d] te(g.d]

sup ‘exp((A LiC)t)z H'1(0)
te[<,d]

+ / exp((A — LyC)(t — T))Df(T)dT‘
0
a|z;(0)]
+ o | exp((A—Lf@v)Df(t—wdv’
te(g,d)

al; (0)] + M| Dy (®)0.q-

Lfdg(t) — d1 (t) and Db(d —
s). Then it is seen that

IN

IN

Similarly,

sup [Z41(t)] = sup |2, ()]
te[0,4) te(4,d]

= sup | exp(—(4~ LyC)Hz; (0)
te(<,d]
t
- [ exp(=(4 - L)t - ) Dy - )i
0
< al#f ™ (d)|
t
# s | [ oxpl=(4 = LMDy t )
te(<,d]

< a(alZ;(0)] + My [[Dg(t)|lj0,a) + Mol Do)l 0,a-
Therefore we have that

sup |Zi41 ()] < afZi(0)] + (Mg + M)A
t€[0,d]

1Zi11(0)] < a?|7:(0)] + (M + My)A  (40)

where A = max{[|D¢(t)|l0,q1, | Do(t)ll[0,q }- From th1s and
the triangular inequality |#;(0) —x(0)| < |#;51(0) —2;(0)| +

[2141(0) — 2(0)],
24(0) ~ 2(0)] < 1—

Using (39), we obtain

(39)

. a R
sup |&ir1(t) — 2(t)] < 7——5%i11(0) — 2:(0)]
t€[0,d) —

+

- _“a2 (aM; + My)A + (M + M)A
which corresponds to (36).
In order to prove (37), we first observe from (20) that

A# 4+ Bu+ Ly(y — C&%™)
- [A:cf +Bu+Lf(ny:cjc)]
= (A~ L;O)(@}" —27).

A7.+1 A
Ty —xp=

o2 (12i41(0) = Z:(0) + (aMy + Mp)A) .



Hence, from (18),

|Zi41(t) = Zi()ll2,q = 12571 (8) = 25 (D)l 1a.q
S a|.¢i’z(0) — fi,1(0)|.

Similarly, from (19),
I2i41() = @i (8)llo,2) = 135" (d — ) = &3(d — )l 0,4,
< ol (d) - 2%(d)] < a?|2:(0) — 2:-1(0)].
This implies
|2i41(0) — 2:(0)] < @®[1(0) — #o(0)| (41)
which proves (37). |

VI. CONCLUSION

In this paper, we have studied a new technique for estima-
tion of state variables in dynamical systems. The scheme is
based on running conventional observers forward and back-
ward in time to obtain not only better state estimates, but also
the bounds on state estimation error. Further, we presented
three notable applications of the proposed observer, where
each of them illustrates one of the three utilities of the back-
and-forth operation. These are: a) improving convergence
rate without high-gain, b) monitoring of estimation error,
and c) obtaining quality estimates on the whole interval
including the initial period. We remark that even though the
computation may take time, the catch-up procedure outlined
in Section IV-A and IV-C allows for the compensation of
such delays. The effect of disturbances on the estimation
bounds was analyzed which revealed why the choice of low
gain is favorable.

We conclude this article by mentioning that the back-
and-forth scheme may have several utilities because of its
simple structure and useful implications. This has already
led to its usage in observers for nonlinear switched systems
by [12]. Another important utility could be in the estimation
of output derivatives for certain class of systems. This may
prove to be a useful alternative to the existing numerical
differentiation schemes since additional computation leads
to accurate estimates on entire interval while alleviating the
effect of noise.

APPENDIX

We prove Proposition 1 by constructing Ly and Ly here. In fact,
this task could be achieved in several different ways, but we discuss
one possible method.

In order to obtain Ly, find a symmetric positive definite matrix
Py such that

P;A+ ATP; —2CTC = —0;P; (42)

or, equivalently,

(—A—(07/2))" Py + Pr(—A— (07 /2)I) = —2C"C  (43)

with a sufficiently large positive constant @¢. Then, set Ly =
Pj? LOT . In fact, there exists a constant 0;? > 0, dependent on the
given a < 1 and d > 0, such that, for each Ly obtained from (43)
with 0y > 0%, the inequality (18) holds. This is because, for
sufficiently large 6, the matrix (—A — (05/2)1) becomes Hurwitz
while the pair (—A—(6;/2)I,+/2C) is observable (since (A, C) is
observable), which guarantees the existence of the unique positive
definite solution Py to (43) [4]. Moreover, each element of the
matrix Py is a rational function of 6 that is continuous for 6y > 07}

(because it is a solution of linear equation (43)). Hence, the ratio of
its maximum and minimum eigenvalues Amax(Pf)/Amin(Py) are
bounded by a polynomial of 0." Let Vy = &} Pr@y and &y = 45—
. Since Vi = —0;V;, it follows that Amin (Pf)|Z7(t)]* < Vi (t) =
exp(—0t)V5(0) < exp(—05t) Amax(Ps)|Z£(0)|*. Hence, it holds
that

25 ()] = |exp((A = LsC))Z(0)]

Amax (Pr) Or .\ |~
< | Zmax” J) _ 2L
<\t exp( 24 [i4(0)

for all £4(0). Since the induced matrix norm is a tight bound [7],

it follows that
max P
Aai(f) exp (_Git) .

lexp((A— L;O))| < Amin (Py) 2

Then, since the quantity \/Amax(Pr)/Amin(Pf) as a function of
0y is bounded by a polynomial of 6y, the right-hand side can be
made arbitrarily small on the interval ¢ € [d/2, d] by increasing 6.

The gain L; can be designed in a similar manner, but instead
of (42), one solves the following Lyapunov equation P, A+ AT P, —
20TC = 0,P, for a sufficiently large constant 6, > 0, and set
Ly = Pb_lCT. Rest of the proof proceeds identically.
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ISince each element of Py is a continuous rational function for 67 > 9;2,
its maximum eigenvalue )\max(Pf) is bounded by a continuous rational
function of 6 from the Gershgorin disc theorem [7]. Similarly, each element
of P71 is again a rational function of t so that its maximum eigenvalue,
i.e., 1/Amin (Py) is bounded by a rational function of 6. It in turn implies
that Amax (Pf)/Amin(Py) is bounded by a polynomial function of 6.



