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Abstract—We present a decentralized cooperative exploration
strategy for a team of mobile robots equipped with range finders.
A roadmap of the explored area, with the associate safe region,
is built in the form of a sensor-based random graph (SRG). This
is expanded by the robots by using a randomized local planner
that automatically realizes a tradeoff between information gain
and navigation cost. The nodes of the SRG represent view con-
figurations that have been visited by at least one robot, and are
connected by arcs that represent safe paths. These paths have been
actually traveled by the robots or added to the SRG to improve its
connectivity. Decentralized cooperation and coordination mecha-
nisms are used so as to guarantee exploration efficiency and avoid
conflicts. Simulations and experiments are presented to show the
performance of the proposed technique.

Index Terms—Cooperative exploration, decentralized algo-
rithms, multirobot systems.

I. INTRODUCTION

EXPLORATION of unknown environments is one of the
most challenging problems in robotics. This task typically

requires a mobile robot to cover an unknown area while learn-
ing, at the same time, a model of the environment or locating a
given object. A wide range of applications are conceivable, in-
cluding automated surveillance, search-and-rescue operations,
map building, and planetary missions.

Using a multirobot system has a number of potential ad-
vantages [1], [2]. A team of robots is expected to be able to
complete an exploration task faster than a single robot. More-
over, if a map of the environment is to be built, the redundant
information provided by multiple robots can be used to increase
the map accuracy and the quality of the localization [3]. To
achieve these objectives, some sort of task decomposition and
allocation is required. In practice, strategies to conveniently dis-
tribute robots over the environment should be devised so as to
prevent the occurrence of spatial conflicts [4] and take advantage
of the multirobot architecture. Clearly, communication plays a
crucial role in achieving cooperative behavior with improved
performance [5].

In most exploration strategies, the boundary between known
and unknown territory (the frontier) is approached in order to
maximize the information gain. A pioneering work for the mul-
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tirobot case is [6]: the robots merge the acquired information in
a global gridmap of the environment, from which the frontier is
extracted and used to plan individual robot motions. While this
basic scheme lacks an arbitration mechanism preventing robots
from approaching the same frontier region, it is proposed to
negotiate robot targets in [7] by optimizing a utility function that
takes into account the information gain of a particular region,
the cost of reaching it, and the number of robots currently
heading there. The same decentralized frontier-based approach
is used in [8], where a large-scale heterogenous team of mobile
robots is used for exploration, mapping, deployment, and
detection tasks. The utility of a particular frontier region from
the viewpoint of relative robot localization is also considered
in [9]. In the incremental deployment algorithm of [10], robots
approach the frontier while retaining visual contact with each
other. An interesting multirobot architecture in which robots
are guided through the exploration by a market economy is
presented in [11], whereas a centralized approach is proposed
in [12], which uses a frontier-based search and a bidding
protocol to assign frontier targets to the robots.

The present paper builds on previous research [13], [14] on
cooperative robot exploration based on local information only.
In particular, the robots of the team cooperatively build a map
of the environment in the form of a graph, called Sensor-based
Random Graph (SRG), which is an evolution of the Sensor-
based Random Tree (SRT) defined in [15] and [16].

A node of the SRG contains a view configuration and the
Local Safe Region (LSR) perceived from that location; an arc
between two nodes represents a safe path between the corre-
sponding configurations. The paths stored in the arcs may have
been actually traveled by at least one of the robots, or added
by joining directly connectable nodes to improve the connec-
tivity of the roadmap. These special arcs are called bridges and
essentially provide shortcuts.

With respect to [6]–[12], the distinctive aspects of the SRG
method are the following.

1) Complete decentralization: Each robot independently se-
lects its next destination toward the local frontier of its
current LSR, thus approaching areas that appear to be un-
explored on the basis of all the available information. This
simple cooperation strategy is very efficient and automat-
ically achieves a tradeoff between information gain and
navigation cost, without the need of defining and optimiz-
ing mixed utility functions.

2) Continuous replanning: Since the LSR is bounded by the
sensor perception range, the next destination of each robot
is always nearby. These short-term plans are more secure,
less binding, and result in a more flexible decentralized

1083-4435/$25.00 © 2009 IEEE

Authorized licensed use limited to: Univ of California-Santa Barbara. Downloaded on June 30, 2009 at 21:48 from IEEE Xplore.  Restrictions apply.



164 IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 14, NO. 2, APRIL 2009

task allocation that can quickly adapt to new information
becoming available through communication. This also
eliminates the necessity of enforcing artificial timeout con-
ditions on the individual task execution.

3) Guaranteed coordination: Another consequence of the
short span of each robot plan is that coordination is needed
to avoid conflicts only when the robots are close to each
other. In particular, we are able to explicitly characterize
this situation and provide guaranteed coordination strate-
gies. In addition, a lower bound on the communication
range that is needed to implement these strategies can be
derived.

This paper is organized as follows. Section II lists the as-
sumptions under which the SRG method is presented. The SRG
data structure is described in Section III. The architecture of the
software implementing the exploration method on each robot is
described in Section IV. Central to this architecture is the action
planner, described in Section V. The information encoded in the
SRG stored in the memory of each robot is updated as explained
in Section VI. The robots exchange information according to the
communication protocol given in Section VII. In Section VIII,
some implementation issues are discussed. Finally, Sections IX
and X present simulation and experimental results, respectively,
of the proposed strategy.

II. PROBLEM SETTING

The cooperative SRG exploration method is presented under
the following assumptions.

1) The robots move in a planar workspace W ⊆ IR2 .
2) Each robot is a disk of radius ρ, whose configuration q is

described by the cartesian position of its center.
3) Each robot is path controllable, i.e., it may follow any path

in its configuration space with arbitrary accuracy. This
assumption is verified for free-flying as well as (most)
nonholonomic mobile robots.

4) The robots are equipped with an omnidirectional sensory
system that provides the Local Safe Region LSR(q), which
is a description of the free space surrounding the robot at
q. The LSR is a star-shaped subset of IR2 , whose maxi-
mum radius is bounded by the robot perception range Rp

(Fig. 1).
5) Each robot can broadcast the information stored in its

memory (or relevant portions of it) within a communica-
tion range Rc at any time. The robot identification (ID)
number is included in the heading of any transmission.
The robot is always open for receiving communication
from other robots located inside Rc .

Many of these assumptions are only taken for simplicity and
can be relaxed. The assumption of planar workspace is obviously
not restrictive: 3-D worlds are perfectly admissible as long as the
sensory system allows the reconstruction of a planar LSR for
planning the robot motion. Assumption 2 implies that the con-
figuration space of each robot is a copy of the workspace with
the obstacles grown so as to allow for the robot size [17]. This
assumption is only taken for ease of presentation: the proposed
method is readily applicable to robots with arbitrary shape. In
Assumption 3, path controllability can be replaced with (sim-

Fig. 1. Lightly colored (green/yellow) area is the LSR at the current config-
uration. Its lighter (yellow) subset is the LRR. Obstacles are darkly colored
(blue).

ple) controllability provided that a regional path planner (i.e.,
an algorithm that generates feasible paths in a limited region)
is available. Assumption 4, and in particular the star-shaped
hypothesis, is consistent with the physics of the most common
proximity sensors, i.e, range finders, but it also applies to more
sophisticated perception techniques (e.g., panoramic vision).

At this stage, our exploration task can be informally defined as
follows: the objective is to cooperatively cover the largest pos-
sible portion of the workspace with sensor perceptions. A more
formal definition will be given in the following in connection
with the termination condition for our method.

III. THE SENSOR-BASED RANDOM GRAPH (SRG)

The SRG is a compact data structure used to represent the
area explored by the team of robots as well as with the history
of the exploration process in the form of a roadmap. Each node
of the SRG represents a collision-free configuration q that has
been visited by at least one robot. The result of the perception
process at q is the associated LSR(q). An arc between two nodes
represents a collision-free path between the two configurations.
This path may have been actually traveled by at least one robot,
or added to the SRG, to improve its connectivity (in this case, it
is called bridge, see Section VI).

It should be emphasized that the SRG is a “virtual” data
structure, whose knowledge is distributed in the team [18]. The
ith robot knows its own version SRGi of the graph. SRGi is built
by the robot on the basis of data acquired either by the robot
itself or via communication with other robots. The SRG, which
is the union of all the SRGi’s, is not explicitly represented at
any level.

Each robot incrementally builds its own SRGi by extending it
in the most promising direction via a biased random mechanism.
In doing this, it uses a local coordination strategy that takes
into account the information coming from other robots in order
to guarantee that the distributed knowledge is increased. As a
result, the SRG as a whole is simultaneously extended in several
directions toward currently unexplored areas.

For planning robot motions, the SRG method makes use of
three structures that are directly derived from the LSR: the Local
Reachable Region LRR(q), the Local Frontier LF(q), and the
Local Informative Region LIR(q).
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Fig. 2. Frontier arcs (thick lines) and free arcs (thin lines) of the current LSR
boundary.

A. Local Reachable Region (LRR)

In the SRG method, the action planning domain is the robot
configuration space and, in particular, the Local Reachable Re-
gion LRR(q), defined as the set of configurations that can be
reached from q with the robot staying in LSR(q) (see Fig. 1). Un-
der Assumptions 2 and 3, the LRR(q) can be obtained by erod-
ing the LSR(q) with the robot disk as structuring element [19],
and then extracting the connected component containing q. The
LRR is not star-shaped in general.

B. Local Frontier (LF)

To identify promising exploration actions from the available
information, the robot identifies the portion of the current LSR
boundary leading to unexplored areas. To this end, the boundary
∂LSR is partitioned in obstacle, free, and frontier arcs (see
Fig. 2). An obstacle arc is a portion of the boundary of the
obstacle region as detected from q. Under Assumption 4, these
are reconstructed from the range scan by identifying contiguous
readings that are smaller than the perception range Rp . Points
of ∂LSR that fall in other LSRs stored in the SRGi belong to
free arcs. Any arc that is neither obstacle nor free is a frontier
arc, and by construction, identifies the transition from explored
to unexplored regions. The union of the frontier arcs of LSR(q)
is the Local Frontier LF(q).

A frontier arc of LSR(q) is computed from the whole SRGi ,
which, in turn, is built using all the information available to the
robot. This is the key to our decentralized cooperation mech-
anism aimed at optimizing the exploration performance of the
team. Such a mechanism is inherently local and contingent be-
cause it relies on communication between the robots.

C. Local Informative Region (LIR)

Given an LSR(q) and its LRR(q), a q′ ∈ ∂LRR(q) is called a
local informative configuration if there exists a point p on LF(q)
such that (see Fig. 3):

1) the open line segment (also called the line of sight) joining
p and q′ does not intersect the boundary ∂LSR(q);

2) ‖p − q′‖ < Rp .
The first condition guarantees that p ∈ LF(q) is “visible”

from q′ through a line of sight contained in LSR(q), while the

Fig. 3. While q ′1 is a local informative configuration, q ′2 is not.

second ensures that p is contained in the perception range at q′.
Together, they guarantee that a sensor scan taken from q′ will
“push forward” the frontier arc containing p, thereby increasing
the information about the explored workspace.

Conditions 1 and 2 may be satisfied also at configurations that
belong to the interior of LRR. However, the aforesaid definition,
according to which local informative configurations must be on
the LRR boundary, aims at maximizing the information gain. A
local informative configuration has positive information gain in
the sense of [20] and [21].

The Local Informative Region LIR(q) is the set of all local
informative configurations; LF(q) = ∅ implies LIR(q) = ∅.

IV. FUNCTIONAL ARCHITECTURE

For the sake of clarity, the SRG exploration will be described
with reference to the functional architecture of the software
running on each robot of the team, shown in Fig. 4. Blocks with
thick edges represent processes, those with thin edges represent
threads, and dashed rectangles represent data. Arrows indicate
information flow: thick for interprocess communication, thin
for communication between threads, and dashed for read/write
operation on data structures.

The robot explorer implements the SRG exploration algo-
rithm, while the robot driver provides low-level primitives for
motion, localization, and perception (not discussed in this pa-
per). The two processes communicate through the transmission
control protocol (TCP), allowing a distributed instantiation of
the architecture and providing a flexible integrated environment
for simulation and experimental validation. With this architec-
ture, in fact, the explorer and the driver do not need to run on the
same machine, and the latter can be a real or a simulated robot.

The robot explorer is realized by four threads: the action
planner, the SRG manager, the broadcaster and the listener.
The action planner is the core of the robot explorer: it is in
charge of choosing the next exploration action in a cooperative
and coordinated way. The task of the SRG manager is to elab-
orate and continuously update the data stored in the SRGi on
the basis of the information received from the action planner or,
through the listener, from the rest of the team. In particular, the
action planner makes available the LSRs acquired by the robot,
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Fig. 4. Functional architecture of the software implementing the SRG method
on the ith robot.

Fig. 5. Pseudocode description of the action planner.

while the listener provides the SRGj ’s built by other robots of
the team with which communication has taken place. The SRG
manager incorporates these data so as to maintain the consis-
tency of local representations. To this end, self-localization and
mutual localization information coming from the robot driver
(and, through the listener, from other robots) are used. Finally,
the broadcaster transmits all the information currently available
to the robot.

V. ACTION PLANNER

The action planner for the ith robot is described in pseudocode
in Fig. 5. Its basic steps are first briefly discussed, and then
detailed in the rest of the section.

At the beginning, the robot is stationary in a position cor-
responding to a node of the SRGi . The first operation that the
robot performs is the identification of the Group of Engaged
Agents (GEA), i.e, the other agents of the team with which co-
operation and coordination are necessary. This is achieved by

first building the Group of Preengaged Agents (GPA), i.e., the
robots that are candidates of the GEA, and synchronizing with
them (line 1). These computations are performed by the robot
on the basis of the information stored in its SRGi and data com-
ing from other robots (see Fig. 4). Once synchronization has
been achieved, the action planner sends a “perceive” command
to the robot driver, receives from it the current LSR, and makes
it available to the SRG manager (line 2). When the perceptions
of all the robots in the GPA have been received, the actual GEA
can be built using simple geometry. Lines 1–3 are detailed in
Section V-A.

If the LIR (computed by the SRG manager) of the current
LSR is nonempty, the action planner selects a target configu-
ration (also called view configuration in the following) on the
LIR according to a randomized mechanism (line 5). A path
reaching the target is then planned inside the current LRR (this
guarantees that the path is safe, i.e., collision-free on the basis
of the available knowledge). If the current LIR is empty, the
action planner verifies whether there exists in SRGi a node with
nonempty LIR (line 6). In the positive case, it first finds the
closest node with a nonempty LIR and plans a path leading to
it on SRGi (line 7). Then, it selects as target the first adjacent
node on such path (line 8). See Section V-B for a commentary of
lines 5–8.

After the target is selected, the robot checks if its GEA in-
cludes other robots. In the negative case, the robot directly moves
to its target. Otherwise, the prospective paths of the robots in the
GEA are checked for mutual collisions, and accordingly, clas-
sified into feasible and unfeasible paths (line 12, Section V-C).
If there are unfeasible paths, a GEA coordination phase takes
place. A master robot is selected in the GEA, which may either
confirm or modify (see Section V-D) the current target of the
robot. In particular, the robot move may be simply forbidden by
resetting the target to its current configuration. Last, the target is
received from the master (line 15) and the robot moves toward
it (line 16).

The action planner terminates the exploration process when
the condition of line 9 is verified, i.e., when the LIRs of all nodes
in the SRGi are empty (hence, no local informative configura-
tions remain in SRGi). At this point, the robot enters a homing
phase, in which it plans and follows a path on the SRGi leading
back to its starting configuration.

If all nodes of the SRGi have empty LF, the aforementioned
termination condition is obviously met. However, such a condi-
tion may also be satisfied in the presence of nonempty LFs, as
in the case of Fig. 6. Here, there is no further exploration action
that will allow the robot to move/remove the LF (a typical sit-
uation when the workspace contains “windows” across which
the robot can “see” but cannot “pass”).

It is also interesting to point out that, although our exploration
task is cooperative in nature, the aforementioned termination
condition is consistent with a decentralized approach, as it can
be computed by each robot on its own. In fact, when no lo-
cal informative configurations are left in its SRGi , a robot can
safely exit the exploration process, as it will never be able to
contribute new perceived areas to the distributed SRG. Actu-
ally, our simulations and experiments have shown that, on the
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Fig. 6. Typical situation in which the LIR is empty while the LF is not. Once
the robot is in contact with the narrow passage boundary, no further exploration
action will allow to move/remove the LF (the robot can “see” but cannot “pass”
through the opening).

average, all robots tend to perform homing simultaneously,
thereby supporting a claim of efficient exploration.

A. GPA/GEA Construction

At the start of the action planner algorithm, the robot is sta-
tionary and needs to identify other robots whose LSRs may
overlap with its own, in order to cooperate (avoid inefficient
actions) and coordinate (avoid collisions) with them. The other
robots may be stationary as well (in this case, their targets coin-
cide with the current configuration) or moving toward a target;
hence, a synchronization phase is needed.

Two robots are said to be GPA-coupled if the distance between
their targets is at most 2Rp , i.e., twice the perception range.
The GPA of the robot is then built by grouping together all
the robots to which it can be connected through a chain of GPA
couplings (see Fig. 7, top). To achieve synchronization, the GPA
is computed and updated until all its members are stationary;
when this is achieved, the robot exits from this synchronization
phase. If T is the maximum time required to reach the target, the
upper bound of the waiting time is (N − 1)T , where N is the
number of robots of the team. T is bounded; in fact, the target
configuration is at a distance at most Rp − ρ, since it is always
in the current LIR.

The communication range Rc clearly plays a role in the GPA
construction. Since the maximum distance between the robot
and any other robot with which it is GPA-coupled is 3Rp − ρ
(the other robot may still be moving to its target, which, however,
cannot be farther than Rp − ρ from the current configuration),
it is sufficient to assume Rc ≥ 3Rp − ρ to guarantee that the
GPA accounts for all the robots that are candidates to the GEA.

Once the robot is synchronized with its GPA (and all the
LSRs of the other robots in the GPA are available), it builds the
GEA, i.e., the robots with which cooperation and coordination
are actually necessary. If we define two robots to be GEA-
coupled when their LSRs overlap, the GEA of the robot (see
Fig. 7, bottom) comprises all GPA robots to which it can be
connected through a chain of GEA couplings. Synchronization
guarantees that all the GPA robots are stationary when the GEA
is computed. The GEA is symmetric, i.e., it is the same for all
robots in the group.

Fig. 7. Example of GPA/GEA construction. Top: The GPA of robot 4 consists
of robots 1, 3, 4, and 7: robot 1 is still moving toward its target point, while robots
3, 4, and 7 are stationary. The perception areas of the robots (prospective in the
case of robot 1) overlap in pairs. Bottom: Once the LSR have been computed,
only robots 3, 4, and 7 belong to the GEA of robot 4 since their LSRs overlap
in pairs.

The GEA is a cornerstone of our method, as it identifies a
group of robots that, in view of their vicinity, spontaneously
agree to cooperate and coordinate with each other on a tempo-
rary basis. Such an agreement can be reached with a limited
communication range (Rc ≥ 3Rp − ρ).

B. Target and Path Generation

If the current LIR is nonempty, the action planner chooses a
target configuration in the LIR using a randomized mechanism.

In particular, the LIR is, in general, the union of disjoint
arcs a1 , a2 , . . . , am . First, one of these arcs is selected with
a probability proportional to its length. Let a be the selected
arc and s be the arc length parameter along a, with s ∈ [0, L].
The target configuration is selected on a by generating a random
value s∗ according to a normal distribution with mean value L/2
and standard deviation σ = L/6, and taking the configuration
identified by s = s∗. At this point, a path to the target can be
planned in the current LRR; note that, in view of Assumption 3,
any such path can be executed by the robot (and is collision-free
by definition).

A deterministic version of this target selection procedure
can be envisaged, in which a specific configuration in the LIR
is selected according to some fixed criterion, e.g., maximum
information gain. However, our experience indicates that us-
ing this strategy the computational load is four or five times
worse than our randomized version, which is not justified by the
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Fig. 8. Prospective paths of robots belonging to the GEA may intersect as
each of them tries to move toward its LF.

improvement in performance (traveled distance and number of
views), which is lower than 5% on the average.

Due to the GPA synchronization phase, all the robots in a GEA
plan at the same time, and therefore, the cooperation mechanism
encoded in the notion of LF is enforced throughout the group.
This “agreement of intents” is realized without any centralized
decision module.

C. GEA Path Feasibility Check

Although the current LF of a robot cannot belong to the LSR
of another robot of the GEA (see Fig. 2), the two prospective
paths may still intersect (see Fig. 8).

Let G be the set of robots in the GEA. The prospective paths
of the robots of G are checked to establish whether they are
simultaneously feasible, i.e., they do not lead to collisions (for
simplicity, the possibility of velocity scaling along the paths is
not considered). All pairs of paths that intersect are identified,
and the corresponding robots stored in the GEA unfeasible sub-
set Gu . The remaining robots are the GEA feasible subset Gf .
The complexity of this check is O(|G|2).

D. Coordination

If the subset Gu of robots with unfeasible paths is nonempty,
a coordination phase takes place locally. At first, a master robot
within G is elected.1 This can be accomplished in many ways
through a deterministic procedure known by all the robots; for
instance, the robot with the higher ID number can be chosen.
Two cases are then possible.

1) If the robot is the master, it builds the vector of targets QG
that collects the target configurations received from the
GEA robots. Then, it rearranges this vector so as to obtain
a feasible collective motion. Here, rearrange may mean
either simply accepting/resetting the target of a robot to
the current configuration (i.e, authorizing/forbidding the
move) or adding a third option, i.e., changing it to a new
target. Correspondingly, we have devised two strategies,

1A master robot is not actually needed when a deterministic coordination
algorithm is chosen; in fact, in this case, each robot can run the algorithm on its
own, reaching the same solution as the others.

i.e., coordination via arbitration and coordination via re-
planning(see next).

2) If the robot is not the master, it waits for until the receipt
of a specific signal from the master.

The final operation is to retrieve and return the robot’s (pos-
sibly modified) own target from QG .

1) Coordination via Arbitration: This strategy implements
a simple arbitration mechanism on G. All the robots contained
in the feasible subset Gf are allowed to move (their target con-
figuration is left unchanged). The robots in the unfeasible subset
Gu are not allowed to move (their target is reset to the current
configuration) with the exception of a single one whose motion
is authorized (by construction, this strategy is guaranteed not to
produce conflicts).

The selection of the authorized robot inGu may be done on the
basis of various criteria. The one we have used chooses randomly
one of the robots (if any) whose LIR is empty. This strategy is
motivated by the fact that, if their move is not authorized, such
robots will have to wait for their path to become clear, as they
cannot change their target (as opposed to robots whose LIR is
nonempty, to which the random planner may propose a different
target in the next cycle). An antithetical criterion would be to
use a probability proportional to the LIR extension to choose
randomly a robot in Gu .

2) Coordination via Replanning: This strategy tries to mod-
ify the targets of the robots in G so as to maximize the number of
simultaneous feasible moves. This may be done by formalizing
the problem as follows.

Consider the set of targets QG associated to the GEA G. Two
targets in QG are called compatible if they can be reached by
the corresponding robots with paths that do not intersect. Let
G be the compatibility graph associated to (G,QG) and defined
as the indirect graph whose nodes represent the robots in G
and whose arcs join pairs of nodes with compatible targets.
A maximum clique of G is a complete subgraph of G with
maximum cardinality, corresponding to a maximum subset of
robots with compatible targets. The identification of a maximum
clique is a well-known NP-complete problem in the context of
the graph theory [22], [23].

The ideal objective of the replanning strategy is to modify the
set of targets QG so as to maximize the cardinality of the as-
sociated maximum clique(s), with the constraint that the target
of each robot is either accepted or changed to another config-
uration on the LIR (if this is nonempty) or to the current robot
configuration (the move is not authorized). This is a very com-
plex problem whose solution would require the computation of
maximum cliques as a subproblem. To find a satisfactory solu-
tion in a given amount of time, we have adopted a randomized
search technique, performed by the master as a sequential game
with complete information.

VI. SRG MANAGER

The SRG manager updates SRGi on the basis of the new
information it receives, which consists of one or more nodes
to be added to the graph. A node is a view configuration and
comes with the associated LSR, a list of adjacent nodes, and the
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corresponding arcs. Information may reach the SRG manager
via two different routes (see Fig. 4). Views gathered by the ith
robot itself come from the robot driver through the action plan-
ner whereas those collected by other robots are received through
the listener. Since each robot uses its own reference frame, views
arriving via the second route must undergo a preliminary roto-
translation, which is computed on the basis of mutual localiza-
tion data.

For each new node, the SRG manager:
1) adds the node to SRGi or, if it is already present, updates

its LSR;
2) computes the LRR, the LF, and the LIR;
3) updates the LF and the LIR of the nodes in SRGi whose

LSRs have a nonempty intersection with LSR(q).
After updating the SRGi , an important operation is performed

aimed at improving the connectivity of the graph. In particular,
for each new node v that has been added, the SRG manager
identifies all nodes w of SRGi that satisfy the following condi-
tions:

1) the graph distance between v and w is greater than a
certain threshold (typically, a small multiple of Rp );

2) LRR(v) ∩ LRR(w) 	= ∅.
A bridge is then created for each pair (v, w) by planning a

path joining the two nodes; note that a safe path between them
certainly exists in view of the second condition. The first condi-
tion guarantees that only significant improvements to the graph
connectivity are enforced; this avoids an excessive increase of
the graph complexity.

Once a bridge has been created, it may be mapped to the
SRGi in two different ways, depending on the euclidean dis-
tance between v and w, which is bounded by 2(Rp − ρ). If
‖v − w‖ < Rp − ρ, the bridge directly becomes an arc. Oth-
erwise, it is encoded as an arc–node–arc sequence, with the
intermediate node placed inside LRR(v) ∩ LRR(w). In this
way, we preserve the property that the distance between two
adjacent nodes on the graph is bounded by Rp − ρ (which we
have used, for example, in Section V-A).

At the time of its creation, a bridge has not been crossed by
any robot of the team. Similarly, when a bridge is encoded as an
arc–node–arc sequence, the intermediate node has not yet been
visited by any robot.

Bridges essentially represent shortcuts that are very useful
for performing an efficient exploration. Their addition is partic-
ularly relevant in view of the specific nature of the basic SRG
method, in which arcs would be created only when the robot is
moving toward a new view configuration. If no such configu-
ration exists, the robot is forced to move on the current SRGi ,
whose connectivity hence plays a role in the process. See the
example of Fig. 9 for illustration.

VII. BROADCASTER AND LISTENER

On each robot, the broadcaster and the listener, respectively,
transmit and receive information. Conceptually, such informa-
tion is organized in two possible messages:

1) the robot state, i.e., its current configuration, target,
GPA/GEA and step of the action planner being executed;

Fig. 9. The importance of adding bridges should be clear from this example.
Empty circles represent SRG nodes, while solid line segments are SRG arcs.
Without the bridge (which is shown as a dashed line segment) the robot would
have to trace back its path around the central obstacle in order to exit the room
and continue the exploration.

2) the current SRGi .
Each robot broadcasts its state on a regular basis, whereas its

SRG data structure is only transmitted as new data is made avail-
able by the SRG manager. The listener receives asynchronous
messages from the network and makes them available to the
action planner (as other robot states) and the SRG manager. See
again Fig. 4.

VIII. IMPLEMENTATION ISSUES

Before presenting simulation and experiment results, we pro-
vide in this section some details about our implementation of
the SRG method.

Each LSR is stored in the form of an array of range readings,
as returned by the robot range finder. Such an array is a discrete
representation of the polar function describing the LSR bound-
ary. The corresponding LF can then be extracted as described
in [16].

The LRR can be efficiently built if a gridmap is used to
represent the LSR (or the whole workspace). In this case, the
LRR at q can be computed as follows:

1) represent the boundary and the interior of the LSR as
occupied cells and empty cells, respectively;

2) apply an euclidean distance transform [24] to identify the
set E of empty cells whose distance to the closest occupied
cell is larger than ρ (the robot radius);

3) compute the LRR as the connected component of E con-
taining q.

Once the LRR is computed, the LIR can be obtained via a
ray casting procedure. In particular, for each cell representing a
configuration q′ on the LRR boundary, the LF is inspected until
a point p is found (if it exists), which satisfies the two conditions
identifying local informative configurations (see Section III-C).
Heuristics can be used to speed up the search for such points at
contiguous configurations.

In the implementation of the SRG method, it is also necessary
for each robot to detect and remove occlusions, i.e., obstacle
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arcs that are caused by other robots rather than by environment
obstacles. Candidate occlusions are identified directly from the
range scan profile as protrusions of compatible size. They are
then validated using the mutual localization method proposed in
[25]: occlusions that are attributed to actual robots are removed
and reclassified as frontier arcs.

Other relevant implementation issues concern data transmis-
sion among the robots. First, we emphasize that the transmission
of GPA/GEA information is necessary (and, hence, performed)
only if the communication range Rc is limited. Second, consider
that the limitation of Rc does not mean that the cooperation and
coordination area is accordingly limited—robots belonging to
the same GPA/GEA may be farther than the communication
range. In this case, a chain of communication is established to
propagate the information between robots that are not in direct
communication.

Moreover, in the broadcaster thread, it is not necessary to
broadcast the whole SRGi whenever it is modified. Simple
strategies may be used to minimize the amount of transmitted
information; for example, timestamps can be used by a robot
to identity the portion of data received thus far. In this case,
specific peer-to-peer communication strategies can be used to
transmit and receive only new information.

IX. SIMULATIONS

We present some simulation results to evaluate the perfor-
mance of the SRG method. To assess the effectiveness of the
notion of “bridge,” we have also implemented a version that
does not add such structures; such version is referred to as SRT
in the following, and essentially corresponds to the method de-
scribed in [13]. The simulations are performed in Move3D [26],
a software platform developed at LAAS-CNRS and dedicated
to motion planning. The exploration team comprises a vary-
ing number of MagellanPro robots. Each robot has a diameter
of 0.40 m and carries a 360◦ laser range finder, with a per-
ception range of 1.60 m. The communication range is set to
its minimum admissible value, i.e., Rc = 3Rp − ρ = 4.60 m.
Two nodes are candidates to be connected by a bridge if their
graph distance is at least 3Rp . Coordination is achieved via
replanning.

The performance of the methods is evaluated in terms of
exploration time (the time required by the last robot of the
team to return home) and traveled distance (the average dis-
tance traveled by each robot). These values are, respectively,
expressed as a percentage of the values obtained with a team
comprising a single robot using an SRT method. Environ-
ment coverage is not reported because it was complete in all
cases. In view of the randomized nature of our method, numer-
ical results for each scenario are averaged over ten simulation
runs.

The first two groups of simulations are performed in the same
garden-like environment, which is a square area with a side of
17 m, and refer to different initial deployments of the team. In
the first, the robots are initially scattered in the environment (as
if they had been parachuted). In the second, more realistic for

Fig. 10. Simulation 1: SRG garden exploration with scattered start.

Fig. 11. Garden exploration with scattered start: exploration time (above) and
traveled distance (below) with teams of different cardinality. Results for SRG
(squares) and SRT (crosses) explorations are shown.

environments with a single main entrance, the exploration is
started with the robots grouped in a cluster.

Fig. 10 shows the progress2 of a typical SRG exploration
with a team of eight robots and a scattered initial deployment.
Green areas represent the region so far explored. The robots

2Video clips of all simulations and experiments are available at the Web page
http://www.dis.uniroma1.it/∼labrob/research/multiSRG.html
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Fig. 12. Simulation 2: SRG garden exploration with clustered start.

Fig. 13. Garden exploration with clustered start: exploration time (above) and
traveled distance (below) with teams of different cardinality. Results for SRG
(squares) and SRT (crosses) explorations are shown.

are represented by red circles with the ID number. The view
configurations are marked by black points. Yellow segments
represent paths traveled by the robots during the exploration.
Bridges are depicted in blue and may or may not have been
traversed by the robots. Exploration time and traveled distance
for teams of different cardinality are shown in Fig. 11. Aver-
age results are shown for both the SRG (squares) and the SRT

Fig. 14. Simulation 3: SRG corridor exploration with clustered start.

Fig. 15. Corridor exploration with clustered start: exploration time (above)
and traveled distance (below) with teams of different cardinality. Results for
SRG (squares) and SRT (crosses) explorations are shown.

(crosses) method; in all simulations, variance for these data was
less than 5%. As the number of robots in the team increases,
the exploration time quickly decreases and tends asymptotically
to zero (consider that an increment in the number of evenly de-
ployed robots corresponds to a decrement of the individual areas
they must cover, until no motion at all is necessary). A similar
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behavior is observed for the traveled distance. The performances
of the two methods for a scattered start tend to become simi-
lar as the number of robots increases. This is due to the scat-
tered initial deployment, which leads each robot to perform
most of the exploration “on its own.” As a result, the bridges
present in SRG are rarely traversed and the performance of
the SRG method does not improve significantly over the SRT
method.

Fig. 12 shows the progress of another SRG exploration in
the garden-like environment, now with a team of four robots
and a clustered initial deployment. Fig. 13 summarizes the per-
formance of the SRG and SRT methods for teams of different
cardinality. In this case, the exploration time asymptotically
tends to a nonzero value, which approximately represents the
time required by a single robot to perform a roundtrip between
the cluster center and the farthest point in the environment. In-
stead, the average distance traveled by each robot still tends to
zero. The results show that, on the average, the SRG method in-
troduces a significant improvement in both the exploration time
and the traveled distance.

This improvement becomes even more evident in the corridor
environment (same size as the garden) used in the third group
of simulations. Fig. 14 shows the typical progress of an SRG
exploration obtained with a team of four robots and a clustered
initial deployment. From the numerical results in Fig. 15, ob-
tained considering teams of different cardinality, it is clear that
the marginal utility of an increase in the number of robots is
higher for teams of small cardinality.

To investigate the influence of the communication range on
the performance of the SRG method, we have repeated the first
simulation with a team of eight robots for increasing values of Rc

(all satisfying the condition Rc ≥ 3Rp − ρ). The results, shown
in Fig. 16, indicate that a moderate improvement is obtained
both in terms of exploration time and traveled distance. As Rc

becomes comparable to the size of the square environment,
however, an all-to-all communication condition is approached
and the marginal utility of an increase in Rc tends to zero.

The cost associated to our coordination mechanism can be
quantified by considering that in all our simulations the average
cardinality of the GPA/GEA was lower than 2, and the percent-
age of exploration time spent by each robot in a waiting mode
was around 15%.

X. EXPERIMENTS

The SRG method has been experimentally validated using a
team of Khepera III robots.

A. Description of the Robots

Khepera III is the latest release of a family of two-wheel
differentially driven mobile minirobots developed by K-TEAM
Corporation. The chassis of the robot is 7 cm high and 13 cm
wide. It contains two motors, transmission elements, electron-
ics, and a battery pack. A passive caster provides static stability
to the vehicle. Each wheel is driven by a DC brushed servomo-
tor coupled to the wheel via a 43.2:1 reduction. An embedded
incremental encoder, placed on the motor axis, gives 16 pulses

Fig. 16. Garden exploration with a team of eight robots and a clustered start:
SRG exploration time (above) and traveled distance (below) for different values
of the communication range Rc .

per revolution of the motor. Considering that the diameter of
each wheel is equal to 4.1 cm, this results in a resolution of 691
pulses per revolution of the wheel, that correspond to 54 pulses
per 0.1 cm of robot motion. The encoder resolution is by default
set to the mode 4×, which corresponds to 2764 measures per
wheel revolution.

In addition to the standard suite (infrared and ultrasonic sen-
sors, serial and universal serial bus (USB) communication), each
robot has been equipped with a WiFi card for communication
between robots of the team and/or with a remote computer,
and a Hokuyo URG-04LX laser range finder, which is the sen-
sor used for implementing the Sensor-based Random Graph
method. Laser scans are acquired at a 10 Hz rate and are char-
acterized by an angular resolution of 0.36◦, radial resolution
of 0.1 cm, and maximum perception range Rp of 4 m. Since
the scanning angle of the Hokuyo URG-04LX is 240◦, when
perceiving the robots perform a rotation on the spot to gather a
360◦ view.

B. Software and Control Architecture

Each Khepera III includes an Intel XSCALE PXA-255
400-MHz processor, with embedded Linux operating system,
a 64-MB RAM, and a 32-MB Flash memory, that allow to im-
plement onboard the SRG method (according to the software
architecture of Fig. 4). In the debugging phase, however, only
the robot driver runs on the robot, while the explorer process
runs on a remote computer. During the exploration, an addi-
tional process, called visualizer, is in charge of “sniffing” and
storing all the packets exchanged among the explorer processes
in order to visualize and monitor the task progress.

A two-level architecture is adopted for controlling the mo-
tion of the robots. High-level velocity commands are issued at a
50 Hz rate by a trajectory tracking control scheme based on
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Fig. 17. (Left) Experiment 1. (Right) Experiment 2.

dynamic feedback linearization [27] and sent to the low-
level PID controller of Khepera III, which is realized with a
PIC18F4431. The reference trajectories are the SRG arcs gen-
erated by the action planner. In particular, in the following ex-
periments, each arc is mapped to a 2-phase maneuver, in which
the robot first rotates so as to point to the next node, and then
travels to it along a line segment. A trapezoidal velocity profile
is assigned over each phase.

Although a preliminary calibration of robot odometry and
sensor parameters [28] was performed, dead reckoning proved
to be inaccurate over relatively long paths, resulting in a degrada-
tion of the SRG method performance. Therefore, each robot has
been provided with a basic self-localization module, in which
incremental scan matching is used to correct odometric local-
ization [29]. The information thus obtained is integrated in the
high-level control law every five control cycles, due to the 10
Hz bound imposed by the scan acquisition frequency. In the
presented experiments, the robots know their relative configu-
rations at the start of exploration. Hence, mutual localization
is maintained on the basis of this initial knowledge and self-
localization data.

From a computational viewpoint, it is worth mentioning that
the critical operations for the explorer process are graph manag-
ing and path search, while the most onerous operations for the
robot driver are laser data acquisition and scan matching. Band-
width is not an issue in our case, since the number of robots is
limited. The used bandwidth is about 8 KB/s times the number
of robots in the same subnetwork.

C. Results

The exploration environments were built inside a rectangular
arena measuring 1.90 × 3.70 m. In view of the relatively small
workspace, the perception range has been artificially limited to
1 m. The maximum cartesian velocity was set to 0.15 m/s. The
robot communication range was unlimited (this is not required
by the SRG method). In all the experiments, the workspace was
completely covered and the robots terminated the exploration
task by completing the homing phase.

Fig. 17 shows the environments used for the first two exper-
iments, while Figs. 18 and 19 show the progress of the explo-
ration and the SRG as reconstructed by the visualizer (a large
red circle represents a robot, a small red point represents a node
of the SRG) . The first environment is simply connected and its
topology is correctly captured by the resulting SRG in the form
of a tree (see Fig. 18). Instead, the multiply connected environ-

Fig. 18. Experiment 1 as reconstructed by the visualizer.

Fig. 19. Experiment 2 as reconstructed by the visualizer.

ment of the second experiment results in an SRG that is a proper
graph (see Fig. 19). Note how the number of bridges (shown as
dashed blue segments) in the second experiment is higher than
in the first.

The overall performance of the SRG method in the two ex-
periments is summarized in Table I. The first three rows of data
quantify the contribution of each robot of the team to the ex-
ploration task, in terms of number of nodes, arcs, and bridges
created by the robot. We also report the traveled distance, ex-
ploration time, and homing error for each robot. These data
collectively indicate that a good degree of collaboration has
been achieved by the team, as robots that added less nodes to
the SRG traveled a shorter distance and terminated the explo-
ration in less time (this means that there was no time wasted
in visiting already explored regions). Also, the aggregate data
statistics show that the exploration task has been distributed on
the individual robots with a satisfactory degree of uniformity.
The homing error is reasonably small and (obviously) tends to
increase with the traveled distance.

The third experiment was carried out in the exploration en-
vironment shown in Fig. 20, using a team of only two robots
starting from a clustered formation. Again, the topology of the
environment was correctly captured by the resulting SRG that
has the structure of a tree (see Fig. 21). Note how, during the
exploration, one of the two robots moves along the main axis of
the rectangular area, pushing the frontier of the explored region
toward the boundary of the arena; the second robot trails along
and completes the exploration by moving LFs that were created
but not approached by the first robot.
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TABLE I
TABLE OF NUMERICAL RESULTS FOR THE FIRST AND SECOND EXPERIMENT

Fig. 20. Experiment 3.

Fig. 21. Experiment 3 as reconstructed by the visualizer.

XI. CONCLUSION

In this paper, we have presented a decentralized strategy for
cooperative robot exploration. A roadmap of the explored area,
with the associated safe region, is built in the form of a compact
data structure, called Sensor-based Random Graph. As it grows,
the connectivity of the SRG is enhanced by adding bridges.

A simple and efficient decentralized cooperation mechanism
is at the core of our method. This consists in an appropriate
definition of the Local Frontier, by which each robot plans its
motion toward areas that appear to be unexplored by the rest
of the team on the basis of the available information. Local
coordination guarantees that the collective motion of the team
does not lead to collisions. Simulation and experimental results
on a team of real robots have shown the satisfactory performance
of the method both in ideal and practical conditions, even in the
case of limited communication range.

We are currently working toward several objectives, among
which we mention the following:

1) to develop a version of the SRG method for the case of
nonomnidirectional sensors along the lines of [30], by
extending the configuration vector so as to include the
orientation of the robot;

2) to devise an SRG method for a team of heterogeneous
robots, with different sensor capabilities and/or commu-
nication ranges;

3) to perform a quantitative study of the robustness and scal-
ability properties of the method.
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