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## The POP hammer

## NP-hard NON CONVEX Problem $f_{\text {min }}=\inf f(\mathbf{x})$
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## Practice
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\begin{aligned}
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\begin{aligned}
\text { (Primal Relaxation) } & \begin{array}{l}
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\end{array} \\
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## [Lasserre '01] Hierarchy of CONVEX Problems $\uparrow f_{\text {min }}$

 Based on representation of positive polynomials [Putinar '93]Attracted a lot of attention in optimization, applied mathematics, quantum computing, engineering, theoretical computer science


Emerging applications: quantum information theory, deep learning \& power systems
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Performance

vS
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1-2-3
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$99-100$

Accuracy

Tons of applications: roundoff error bounds, entanglement, optimal power-flow, analysis of dynamical systems
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Applications to model predictive control
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## Zoom: robustness of NN [PhD Chen '19-22]

[SIAM News March '21]
"Yet DL has an Achilles' heel. Current implementations can be highly unstable, meaning that a certain small perturbation to the input of a trained neural network can cause substantial change in its output. This phenomenon is both a nuisance and a major concern for the safety and robustness of DL-based systems in critical applications-like healthcare-where reliable computations are essential"

## Zoom: robustness of NN [PhD Chen '19-22]

$$
\mathbf{z}_{i}=\mathbf{A}_{i} \operatorname{ReLU}\left(\mathbf{z}_{i-1}\right)+\mathbf{b}_{i}
$$

ReLU (left) \& its "semialgebraicity" (right)

$u=\max \{x, 0\}$
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$\ddot{\varphi}$ Monotone equilibrium networks [Winston Kolter '20]

$$
\mathbf{z}=\operatorname{ReLU}(\mathbf{A} \mathbf{x}+\mathbf{b}) \rightarrow \mathbf{z}=\operatorname{ReLU}(\mathbf{W} \mathbf{z}+\mathbf{A} \mathbf{x}+\mathbf{b})
$$

曾 "Indirect" with Lipschitz constant/ellipsoid approximation

- Go between 1ST \& 2ND stair in SPARSE hierarchy
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Julia packages github:InterRelax and github:TSSOS
$\sim 40$ publications including 3 books, 2 NeurIPS, 20 journals

