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Abstract

The robust static output-feedback synthesis for linear time invariant systems is considered. The static output-feedback design
is shown to have analogies with robust analysis, in particular with the existence of some quadratic separator. These considera-
tions lead to formulate the problem as the synthesis of an ellipsoidal set of stabilising controllers. The designed stabilising set is
shown to guarantee the resilience with respect to uncertain control law implementation. Several results are then derived for robust
stabilisability with respect to rational-dissipative uncertainty models. Additionally, extensions to robust performances are given
for robust pole location, robust H∞ and robust H2 objectives. As a conclusion, the paper brings out a global approach to robust
static output-feedback design where multiple specifications can be simultaneously defined without increasing the global complexity.
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I. INTRODUCTION

One of the most challenging open problems in control theory is the synthesis of fixed-order or static output-
feedback controllers that meet desired performances and robustness specifications [BER 92], [BLO 95],
[SYR 97]. Among all possible varieties of this open problem, the introduction first explicits the adopted
theoretical framework; then, the novel ellipsoidal design is described; at last, this design is shown to over-
come the existing techniques.

A. Framework

The Static Output-feedback (SOF) synthesis problem implies, for a given class of systems, to derive
theoretical conditions for the existence of a static control law and associate these with numerical methods.
The adopted modelling, theoretical and computational frameworks are first exposed. Then, the complexity of
the adopted SOF problem is formulated.

Modelling: The class of continuous-time, Linear Time-Invariant (LTI) systems is addressed. The systems
are given as multi-input/multi-output state-space models. In addition to the control input vector and the
measure output vector that define the control loop, the models may include some other input/output signals.
These are introduced for input/output performance specifications defined by H2 and H∞ norms. In addition,
the LTI systems are assumed to be affected by rational dissipative parametric uncertainty [PEA 98a], [XIE 98].

Lyapunov theory and LMIs: The theoretical framework is based on the Lyapunov theory and the results
are formulated with the help of Linear Matrix Inequalities (LMIs). A great number of problems regarding
automatic control theory with respect to linear systems have been formulated within this scheme (see the
books [BOY 94], [ELG 00] for surveys). Among those, we can point out stability, pole location, H2 and H∞
specifications that proved to have pure LMI formulations for analysis purpose, as well as for the synthesis of
state-feedback [BER 89] or full-order output-feedback controllers, [SCH 97b].
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SDP: Efficient numerical tools are now available to solve the LMI-based problems. Since the first results
of [NES 94] on interior point methods in Semi-Definite Programming (SDP), many improvements were
made (see for example [GAH 95], [STU 99] and the report [MIT 01] that gives a comparison between recent
softwares). The key features of the existing SDP solvers are first, that they exploit the convexity of the
LMI optimisation problem, second, optimality or infeasibility can be attested by duality arguments, third,
polynomial time convergence of the algorithms is guaranteed.

Within the chosen framework, all synthesis problems can write as bilinear matrix inequalities (BMIs)
and there exist two linearising changes of variables only for the previously cited cases of state-feedback and
full-order dynamic output-feedback. No such linearising change of variables exists so far for SOF synthesis
and one can conjecture that no convex formulation exists in the general case. Nevertheless, some authors
have tackled the SOF problem within the LMI framework through non optimal algorithmic approaches. Fo-
cus a particular attention on two recent ones: The first one is a coordinate descent technique where the
bilinear terms are made linear by freezing iteratively the different variables (see for example the D-K iter-
ation [ROT 94], iterative LMIs [CAO 98] or also state/output-feedback iterations [PEA 01a]); The second
technique applies an elimination argument to transform the BMIs into LMIs constrained by a coupling non-
linear matrix equality PQ � �. Many algorithms have been proposed to solve this constrained problem such
as the alternating projection method [GRI 96], the XY -centring method [IWA 95], the min-max algorithm
[GER 95], the cone complementarity linearisation [ELG 97], [LEI 01]. Note that all these quite involved
algorithms have some specific convergence properties but lead to local results. In fact, coupled LMIs with
the constraint PQ � � is proved to be an NP-hard problem [FU 97].

Our goal is not to define new algorithms and we therefore rely on the existing algorithmic techniques
that proved their efficiency on many examples [OLI 97]. The contribution holds in a new formulation of
the original SOF synthesis problem that proves to have many significant insights for robust multi-objective
synthesis.

B. Synthesis by quadratic separation

The key result of the paper is closely related to topological separation [SAF 80], [GOH 95]. The stability
of interconnected systems (figure 1) is tackled via the existence of a topological separator between the graph
of the first system (Σ1) and the inverse graph of the other (Σ2).

y(t)u(t)

Σ2

Σ1

Fig. 1. Interconnected systems

Based on topological separation, major contributions have been made for robust control with respect to
uncertainties modelled by a Linear Fractional Transform (LFT). The interconnected systems are the nominal
model on one side, and the uncertainties on the other. Robustness is achieved if an operator proves the
separation of all inverse graphs representing the admissible uncertainties (Σ2 � ∆) with the unique graph of
the nominal system. In [IWA 96], [IWA 98], the topological separation with respect to parametric uncertainty
is shown to be achieved by a quadratic separator without any conservatism. In [SCH 97a], [SCH 00], quite
similar results are proved to be an extension of the well-known S-procedure [YAK 73]. The NP-hard problem
of robust stability with respect to structured uncertainty as defined in the structured singular value µ problem
[SAF 82], [DOY 82] is formulated in [IWA 98] as a quadratic separation problem with an infinite number of
constraints. Conservative but finite LMI relaxations are obtained and compared to �D�G� scalings [SCO 98].
Moreover, note that the quadratic separation technique has also been extended from robust stability analysis



3

to robust performance analysis such as robust pole location [CHI 99] and robust H2/H∞ guaranteed costs
[PEA 00a], [PEA 01b].

While the topological separation proves to be fertile for robustness analysis, at our knowledge, it never
was considered for synthesis purpose. The SOF synthesis problem amounts to an interconnected system as
in figure 1 where the first system Σ1 is the given model and Σ2 � K is the SOF matrix to compute in order
to assess the closed-loop stability. From a separation point of view it is equivalent to find any operator that
performs the topological separation between Σ1 and the inverse graph of some linear transformation. When
Σ2 � K is a linear transformation, [IWA 98] proves that the separator can be chosen without conservatism
among constant quadratic operators. In this framework, the SOF problem is therefore equivalently replaced
by the synthesis of some quadratic separator which in turn allows to define an ellipsoidal set of stabilising
gains. The major difficulty is to obtain non empty sets.

Roughly speaking, the SOF problem is formulated as LMI conditions for the existence of a quadratic
separator defined by three matrices X, Y and Z. The condition for the associated set of controllers to be non
empty is the non-linear matrix inequality X � YZ�1Y�. This non-linear constraint is to be regarded form
a complexity point of view as equivalent to the constraint PQ � � of [GRI 96], [IWA 95], [GER 95] (and
other).

C. Multiple specification requirements

Industrial concern leads to formulate complex requirements for synthesis. The specifications can have
multiple aspects such as closed-loop performances and/or robustness. These two aspects are now detailed.
Some associated synthesis techniques are cited and the contributions of the quadratic separator-based SOF
synthesis are pointed out.

Preformances: The first type of requirements concerns the performances of the closed-loop system. These
are typically the stability, the time-response behaviour, the sensitivity to perturbations, the noise attenuation...
For most of them, such requirements can be formulated as pole location, H2 or H∞ criteria defined on spe-
cific models (for each criterion the related model may include weight filters in order to accentuate some
frequencies or to shape a time response for example). The synthesis problem is to compute a single control
law that achieves all criteria when evaluated on the associated closed-loop models. This synthesis problem
is known as multi-objective control. The first results where given in [SCH 97b]. It concerns only state-
feedback and full-order output-feedback synthesis and can be applied only in the case when all synthesis
models are identical. Additionally, multi-objective synthesis is achieved at the expense of a so called “Lya-
punov Shaping Paradigm” that amounts to the conservative choice of a single Lyapunov function for all the
criteria. This paradigm was partly relaxed in [APK 00] at the expense of other conservative limitations. An
even less conservative relaxation is proposed in [ARZ 02]; The counter part is that it leads to formulate a
non-linear constraint on some matrix variables. Finally, it seems that non conservative multi-objective design
cannot be performed with LMIs even for the nice cases of state-feedback or full-order output-feedback. The
question is then “how many non-linearities need to be introduced in order to solve the SOF multi-objective
problem without conservatism?” A major contribution of the chosen quadratic separator-based synthesis is
that whatever the number of required performances, the problem has the same structure. Without any restric-
tive assumption, not even on the system models for each performance specification, the SOF multi-objective
problems write as LMIs constrained by the unique non-linear matrix inequality X � YZ�1Y�. A by-product
of this approach has to do with simultaneous stabilisation (see [BLO 94] for an overview) that is proved to be
a NP-hard problem [BLO 97]. We reformulate the simultaneous stabilisability as a multi-objective problem
with each stability (or performance) requirement defined on a different model.

Robustness: The second requirements have to do with robustness. Due to linearisation simplifications in
modelling and to identification limitations, the LTI models are far from being determined with precision. It
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is the seminal consideration leading to the development of the so-called Robust Control theory. In particular,
an important feature of the past years was the extension of LMI results to robust control. This was achieved
for many uncertainty modellings and at the expense of more or less conservatism. The initial robustness
issues based on the quadratic stability concept [BAR 86], [CHI 99], [GER 96], [SCH 97a] have been recently
extended to take parameter dependent Lyapunov functions into account, [FER 96], [OLI 99], [PEA 00b],
[PEA 01b]. Nevertheless, the robust SOF design suffers form being either highly non-linear or highly con-
servative. Again, we will show that the quadratic separator-based SOF synthesis is a major contribution with
respect to this aspect. In addition, the proposed synthesis technique enables to tackle fragility issues in a
new way. This aspect concerns the closed-loop robustness with respect to the presence of uncertainties on the
control law parameters. This questioning formulated in [KEE 97] and for which [DOR 98] gives an overview,
has significant repercussions for digital controller implementation [D’A 02]. Different techniques have been
proposed to deal with fragility issues. Some [YEE 01], [TAK 00], assume that the uncertainties are given
while the control law itself has to be designed. Others [YAN 01], give a multiplicative structure to the uncer-
tainty implying that the uncertainty depends on the controller designed values. In all cases, the methodology
is quite similar to robustness techniques. The novel approach proposed in the paper is to keep in relation the
fragility with the design. The synthesis is performed to design some quadratic separator that defines a whole
set of control laws. The system is therefore non-fragile to controller uncertainties as long as the parameters
are kept within the designed ellipsoidal set.

D. Outline

The multiple contributions and particularities of the quadratic separator design for robust static output-
feedback are exposed in detail in the following outline:

� First, some standard notations are introduced and a useful definition of “matrix ellipsoids” is produced.
These ellipsoids are convex sets of matrices defined by some quadratic constraint. Then a result is recalled
where the SOF stabilisability is revisited from the quadratic separation point of view. The design of a single
stabilising gain is replaced by the synthesis of a matrix ellipsoid.

� The third section is then devoted to fragility. The quadratic separator design for SOF is shown to
have important properties with respect to robustness against uncertainties in the control law parameters. The
synthesis of non-fragile (resilient) controllers is performed for both additive norm-bounded uncertainty and
multiplicative uncertainty.

� Next, the new SOF design is extended to robust synthesis. The quadratic separation approach allows
to deal in a similar manner with both the synthesis problem and the robustness issues. The considered uncer-
tainties are rational dissipative.

� In the ensuing section, robust performance is considered. The specifications are either defined by pole
location, H∞ norm or H2 norm. It is shown that these robust performance specifications can be tackled in the
same framework as the robust stability.

� The sixth section compounds all results in the general robust multi-objective synthesis. The discussion
focuses on the conservatism and the complexity of the SOF design. These remarks conclude the paper,
prospective work is detailed.

� The last section gathers all technical proofs. This allows to concentrate, in the main part of the paper,
on the issues of the proposed quadratic separator design for robust and resilient static output-feedback.
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II. PRELIMINARIES

A. Notations

Notations are standard.
Rm�n is the set of m-by-n real matrices and Sn is the subset of symmetric matrices in Rn�n.
A� is the transpose of the matrix A and A� is its transpose conjugate if A is a complex-valued matrix.
A�B is the Kronecker product of the matrix A by the matrix B.
� and � are respectively the identity and the zero matrices of appropriate dimensions.
For symmetric matrices, � ��� is the Loëner partial order, i.e., A � ���B if and only if A�B is positive
(semi) definite.
Assume Σ1 and Σ2 are two systems with appropriate input/output vector dimensions, the interconnected
system of figure 1 is denoted Σ1 �Σ2. In case there might be some confusion in the vectors defining the

interconnection, the notation is Σ1
u�y
� Σ2.

In matrix inequalities as well as in the problem formulations, the decision variables are in bold face.

B. Matrix ellipsoid

Throughout this paper, a particular set of matrices is used. Before introducing the major results, some
properties of this type of sets are described. Due to the notations and by extension of the notion of Rn

ellipsoids, these sets are referred to as matrix ellipsoids of Rm�p.

Definition 1:
Given three matrices X � Sp, Y � Rp�m and Z � Sm, the fX �Y�Zg�ellipsoid of Rm�p is the set of matrices K
satisfying the following matrix inequalities:

Z � �
�
� K�

�� X Y
Y � Z

��
�

K

�
� � (1)

By definition, Ko
∆
� �Z�1Y � is the centre of the ellipsoid and R

∆
� K�

oZKo�X is the radius. The inequalities
(1) write also as:

Z � � �K�Ko�
�Z�K�Ko�� R (2)

This definition shows that matrix ellipsoids are special cases of matrix sets defined by a quadratic matrix
inequality. It may be possible to define in the same way some hyperbolic or parabolic sets. This paper insists
only on ellipsoids. They satisfy the constraint Z � �. Some properties of these sets are pointed out in the
following lemma:

Lemma 1:

i) The fX �Y�Zg�ellipsoid is non-empty if and only if the radius (R � �) is positive semi-definite.

ii) A matrix ellipsoid is a compact convex set.

Proof:
The proof is omitted and can be found in [PEA 02]. �
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C. Definition of SOF stabilisability

Before getting in the main contributions for robust design, we refer back to some results published in
[PEA 02] that cope with static output-feedback (SOF) stabilisability of linear time-invariant (LTI), continuous-
time systems.

Consider an LTI system with the state-space representation:

Σ :

�
ẋ�t� � Ax�t� � Bu�t�
y�t� �Cx�t� � Du�t�

(3)

where x � Rn is the state vector, u � Rm is the input control vector and y � Rp is the output measure vector. A
SOF control law is defined by a constant gain matrix K, such that:

u�t� � Ky�t� (4)

Σ�K is the closed-loop system defined by (3) and (4).

Definition 2:
The LTI system Σ is said to be stabilisable by static output-feedback if and only if there exists a matrix gain
K such that Σ�K is stable.

The stabilisability is tackled in this paper through the use of the Lyapunov theory. The stabilisability of
the closed-loop system is attested by the simultaneous search of a quadratic Lyapunov function V �x� � x�Px
and of the static feedback gain K:

Theorem 1:
The LTI system Σ is stabilisable by static output-feedback if and only if there exist two matrices P � Sn and
K � Rm�p such that:

�
P � �

�A�BK���DK��1C��P�P�A�BK���DK��1C�� �

Note that the theorem implies to solve non-linear matrix inequalities with respect to the variables P and
K. Perhaps one of the first papers dealing with this problem is [LEV 70] where a non-linear programming
approach was proposed. Another well-known necessary and sufficient condition for static output-feedback
stabilisability is given in [IWA 94]:

Theorem 2:
The LTI system Σ (with D� �) is stabilisable by static output-feedback if and only if there exist two matrices
P � Sn and Q � Sn such that: ��

�
P � � C

���A�P�PA�C� � �

Q � � B��QA��AQ�B
�� � �

PQ � �

where the rows of B� and C� form a basis for the null space of B� and C� respectively.

Once a solution to this “dual LMI problem” is found, there exist LMI parametrisations of all static output-
feedback controllers. The difficulty again holds in the non-linearity PQ � �. In [IWA 95], [GRI 96] different
numerical approaches are proposed to address this difficulty.

The following theorem proposes a new quadratic separation-based formulation for the same problem.
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D. Ellipsoid design for stabilisability

Theorem 3:
The LTI system Σ is stabilisable by static output-feedback if and only if there exist four matrices P � Sn,
X � Sp, Y � Rp�m and Z � Sm that simultaneously satisfy the following LMI constraints:

����
���

Z � �

P � ��
� �

A B

�� �
� P
P �

��
� �

A B

�
�

�
C D
� �

��� X Y
Y� Z

��
C D
� �

� (5)

and the non-linear inequality constraint:
X � YZ�1Y� (6)

Under these conditions a set of stabilising gains K is given by the non-empty fX , Y , Zg-ellipsoid:

�
� K�

�� X Y
Y � Z

��
�

K

�
� � (7)

Proof:
The proof is omitted it can be found in [PEA 02]. It follows the same lines as the proof of theorem 4 given in
section VIII. �

It is worth noting that theorem 3 is closely related to topological separation. This theory [SAF 80],
[GOH 95] applies for the stability analysis of non-linear interconnected systems and has direct connections to
the theory of absolute stability. It has had a renewed interest for the past decade in view of robustness analysis
where the inter-connexion amounts to an LTI system with an uncertain feedback. Direct consequences of
topological separation for robust stability analysis are the IQC (Integral Quadratic Constraint) framework
[MEG 97b], [GOH 96], the full-block S-procedure [SCH 00] and the quadratic separation [IWA 98]. In this
last paper the stability analysis of interconnected systems where one of the two systems is assumed to be a
time-invariant gain is shown to be equivalent to the existence of a matrix called “quadratic separator” subject
to some linear matrix constraints. This result highlights the fact that robustness analysis is a convex problem
with an infinite number of constraints. Except for some cases where �D�G�-scalings are lossless [MEI 97], the
robust analysis with respect to structured uncertainty does not have a finite dimensional convex formulation.
One main case when the scalings are lossless is when the inter-connexion is composed of an LTI system and
a full-block matrix.

While the topological separation proves to be fertile for analysis and in particular for robustness analysis,
at our knowledge, it never was considered for synthesis purpose. It is done here for the configuration of figure
2 where Σ�s� � D�C�s��A��1B is the system transfer matrix and K is the full-block matrix control law.
The result is a necessary an sufficient condition for closed-loop stability since the scaling is proved to be
lossless for this configuration.

Σ( ω)j

y(t)u(t)

K

Fig. 2. Interconnected systems for control purpose
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Remark 1:
The symmetric matrix composed of X, Y and Z is a topological separator between the graph of the system
Σ�s� and a stabilising set of controllers. One way to demonstrate this is to apply the Kalman-Yakubovich-
Popov lemma, [RAN 96]. The inequality (5) writes as:

�ω� R�f∞g ��

�
Σ� jω�
�

�� � X Y
Y� Z

��
Σ� jω�
�

�
(8)

Inequalities (7) and (8) constitute the separation result. It proves that the quadratic separator simultaneously
certifies the stabilisability with respect to a whole set of controllers. The framework adopted in this paper is
to design such quadratic separators that define non-empty ellipsoidal sets.

Remark 2:
The topological separation applies for any linear or non-linear interconnected systems. Therefore the result
of theorem 3 is also a sufficient condition for non-linear control. It implies that any control law constrained
by the quadratic constraint: 	

y�t�
u�t�


� � X Y
Y� Z

�	
y�t�
u�t�



� 0

stabilises the system Σ. The set of stabilising control laws is therefore not limited to the class of static output-
feedback controllers.

In the next sections, the new condition of theorem 3 will be the basis for new developments concerning
resilient control and robust multi-objective control.

III. RESILIENT STABILISABILITY

A. Definitions

An important insight of theorem 3 concerns the fragility of the control law. By extension of robust stability
and quadratic stability, [BAR 85], [GER 91], we define the resilience and the quadratic resilience of a control
law:

Definition 3:
Let Ko be a stabilising gain for the system Σ and let �K be a set of additive uncertainties.

Fragile: The controller is said to be fragile to �K if for some ∆K � �K the closed-loop Σ�K with K �
Ko�∆K , is unstable.

Resilient: On the contrary, the controller is said to be non-fragile, [YAN 01], or resilient, [COR 99], to
�K if the closed-loop is stable for all uncertainties ∆K � �K .

Quadratically resilient: Moreover, if a unique quadratic Lyapunov function V �x� � x�Px proves the sta-
bility of the closed-loop for all uncertainties ∆K � �K, the system is quadratically resilient.

Resilience and quadratic resilience have the same relationship as robust and quadratic stability. The last
two notions concern the properties of the closed-loop system with respect to misknowings on the system
model, while resilience deals with uncertainties that may occur when implementing the computed controller
model. Resilience and robust stability are generally formulated for parametric uncertainty, i.e. for constant
uncertain parameters. On the other hand, quadratic stability and quadratic resilience prove that the stability
remains satisfied even for time-varying uncertainty; these notions imply the first ones.



9

B. Main fragility results

Corollary 1:
Assume the matrices P, X , Y and Z satisfy the constraints (5) and (6). The central controller Ko ��Z�1Y � is
quadratically resilient to all additive uncertainty ∆K such that:

K �Ko�∆K ∆�KZ∆K � R (9)

Proof :
The proof is straightforward since a single Lyapunov function V �x� � x�Px proves the stability of all realisa-
tions of the closed-loop (see the proof in [PEA 02]). The fragility issues are a by-product of the quadratic
separation as discussed in remark 1. �

Corollary 1 is a result for the synthesis of quadratically resilient controllers which belong to a sub-class of
all resilient controllers. It is formulated as if the result is only sufficient in the sense that conditions (5) and
(6) may exclude some stabilising matrix ellipsoids. It is now proved that the necessity also holds.

Lemma 2:
The constraints (5) and (6) give a complete parametrisation of all resilient controllers with respect to uncer-
tainties such that (9) with Z positive definite.

Proof:
Let Ko, Z and R be three matrices such that the closed-loop system Σ�K is stable for all gains K such that
(9). Define Y ��K�

oZ and X � K�
oZKo �R. The statement reads also as “the interconnected system Σ�K is

robustly stable with respect to K such that (1)”. This amounts to a formulation of a robust stability analysis
problem as in [PEA 98a], [XIE 98]. The role of the uncertainty is held by the full-block matrix K for which
there is no structural constraint. In this case, it is proved that quadratic stability and robust stability are
equivalent and they have an LMI-based formulation:

�τττ � 0��P � � :

�
� �

A B

�� �
� P
P �

��
� �

A B

�
� τττ

�
C D
� �

�� �
X Y
Y � Z

��
C D
� �

�

The constraint (5) therefore holds for P � 1
τττ P and (6) holds because R was chosen positive semi-definite. �

C. Some types of control law uncertainties

The result of corollary 1 illustrates the fact that the ellipsoidal output-feedback design is appropriate to
deal with fragility. It gives an admissible set of uncertainties at the end of the design procedure. This set
may be characterised by its volume as in [PEA 02]. For example, the volume of the resulting fX , Y , Zg-
ellipsoid could be a reference to compare SOF sets and appreciate their respective resilience. Unfortunately,
the volume does not take the geometry into account. Admissible sets can have different geometry properties
for an identical volume. When a particular geometry is wanted, the two following corollaries show how to
modify the initial matrix inequality problem.

Corollary 2:
Assume the matrices P, X , Y and Z satisfy (5) with the constraints:

Z � � � � ρ� � YY��X (10)

then the central controller Ko � �Y � is quadratically resilient to all additive norm-bounded uncertainty such
that:

K �Ko�∆K ∆�K∆K � ρ�
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Proof:
The proof is due to corollary 1 with the restriction Z � � that imposes a spheric geometry for the ellipsoid.
Note that the full-block matrix K is not structurally constrained. Therefore, corollary 2 is non-conservative
as defined in lemma 2. The resilient design for such norm-bounded additive uncertainties is lossless. �

Let the maximally norm-bounded resilient controller (if finite) defined by:

Knb-max
o � argmaxf ρρρ : � ∆�K∆K � ρρρ� � Σ� �Ko�∆K� is stable g

Due to the losslessness of corollary 2, this maximally resilient controller can be attained by the matrix in-
equality conditions (5) and (10).

Corollary 3:
Assume the matrices P, X , Y and Z satisfy (5) along with the constraint:

X � �1� δ̄2�YZ�1Y� (11)

then the central controller Ko ��Z�1Y � is quadratically resilient to all multiplicative uncertainty, [COR 99],
[YAN 01], such that:

K � Ko�δKo � �1�δ�Ko jδj � δ̄ (12)

Proof:
The proof is direct when writing that condition (2) holds for all K �Ko�δKo where the absolute value of the
scalar δ is bounded by δ̄. Note that the corollary may be conservative in this case. The proof of lemma 2 is
no longer valid due to the structure imposed on ∆K � δKo. �

Define the maximally multiplicative resilient controller (if finite) by:

Km-max
o � argmaxf δ̄̄δ̄δ : � jδj � δ̄̄δ̄δ � Σ� �Ko�δKo� is stable g

Corollary 3 may be conservative and therefore, this maximally resilient controller is possibly not attained by
the matrix inequality conditions (5) and (11).

Remark 3:
The design procedure of theorem 3 needs only to be slightly modified to guarantee resilience with respect to
either additive norm-bounded or multiplicative uncertainties. For each type of uncertainty, the non-convex
constraint of the initial problem is modified into a quite similar condition. In the sequel, identical remarks
are made for all design problems. Quadratic resilience is always assessed; but the non-conservative part, that
guarantees the inclusion of all resilient controllers for all admissible control gain uncertainties, tends to fails.

IV. ROBUST STABILISABILITY

A. Definitions

Consider the following LTI system:

Σlft :

��
�

ẋ�t� � Ax�t� � Bww�t� � Bu�t�
z�t� � Czx�t� � Dzww�t� � Dzuu�t�
y�t� � Cx�t� � Dyww�t� � Du�t�

(13)
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The input w � Rmw and output z � Rpz define an exogenous feedback of an uncertainty matrix ∆ defined by:

w�t� � ∆z�t� (14)

For any admissible uncertainty ∆, the uncertain model is an LTI system obtained through the inter-connexion

Σlft�∆� � Σlft
w�z
� ∆. The resulting state-space matrices are rational in the uncertain parameters. The inter-

connexion defines a Linear Fractional Transformation (LFT).

The uncertain parameters are all gathered in a unique matrix ∆. They are assumed to be constant parametric
uncertainties and the uncertainty set is a matrix ellipsoid of Rmw�pz defined by:

�lft � fXlft, Ylft, Zlftg-ellipsoid

Such uncertainty sets are also known as fXlft, Ylft, Zlftg-dissipative uncertainties. As reported in [MEG 97a],
[PEA 98b], [SCO 98], [XIE 98], this modelling of uncertainties contains the well-known norm-bounded un-
certainties (f��, �, �g-dissipative) and positive real uncertainties (f�, ��, �g-dissipative) which respectively
lead to the small gain and passivity frameworks.

In order to guarantee that the nominal system Σlft��� is included in the set of realisations Σlft�∆�, the
matrix Xlft is assumed to be negative semi-definite (Xlft � �).

Let Σ�∆� be a generic uncertain model and� any uncertainty set. The general robust stabilisability problem
is defined as follows:

Find a gain K such that the system Σ�∆��K is stable for all uncertainties ∆ � �.

In the assumed case of parametric constant uncertainty, it is acheived by exhibiting for each uncertainty
∆ � � a parameter-dependent Lyapunov function Vr�x�∆� � x�Pr�∆�x that proves the stability of the closed-
loop Σ�∆��K.

The quadratic stabilisability problem is defined as follows:

Find a gain K and a quadratic Lyapunov function Vq�x� � x�Pqx such that
Vq proves the stability of the system Σ�∆��K for all uncertainties ∆ � �.

Quadratic stabilisability is a particular instance of robust stabilisability where the Lyapunov matrix is
unique over all the set of uncertain parameters Pr�∆� � Pq. To be more precise, quadratic stabilisability
is a conservative (sufficient) condition for robust stabilisability. It has nevertheless, major particularities as
attested by the considerable and valuable work devoted to this notion.

Robust and quadratic stabilisability are now studied for the case of rational dissipative uncertainty. Quadratic
separation is performed simultaneously with respect to the uncertainties ∆ and the control law K.

B. Robust stabilisability results

Theorem 4:
The uncertain LTI system Σlft�∆� with ∆ � �lft is robustly stabilisable by static output-feedback if and only if
there exist four matrices Pq � Sn, X � Sp, Y � Rp�m, Z � Sm and a scalar τττlft that simultaneously satisfy the
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non-linear constraint (6) and the following LMI constraints:
�����������
����������

τττlft � 0
Z � �

Pq � ��
� � �

A Bw B

�� �
� Pq

Pq �

��
� � �

A Bw B

�
� τττlft

�
Cz Dzw Dzu

� � �

�� � Xlft Ylft
Y �lft Zlft

��
Cz Dzw Dzu

� � �

�

�

�
C Dyw D
� � �

�� � X Y
Y� Z

��
C Dyw D
� � �

�

(15)
Under these conditions, the fX , Y , Zg-ellipsoid is a set of quadratically stabilising gains for Σlft�∆� with
∆� �lft and the central controller Ko ��Z�1Y � is quadratically resilient to all additive uncertainty ∆K defined
by (9).

Proof:
See the section VIII at the end of the paper to get the complete proof. �

Remark 4:
There are close relations between robustness conditions with respect to an exogenous interconnection with
some uncertain operator and the proposed fX , Y , Zg-ellipsoid framework. Both interconnected operators
∆ and K are taken into account using the same theory of quadratic separation (see also remark 1). The
first interconnected system K exists if a quadratic separator built out of the matrices X , Y and Z exists.
Respectively, robustness is achieved if a quadratic separator exists “between” the uncertainty set and the
nominal system. This separation result implies the existence of three matrices X∆, Y∆ and Z∆ such that:

�ω� R�f∞g � �

�
Σ� jω�K�

�

��� X∆ Y∆
Y�

∆ Z∆

��
Σ� jω�K�

�

�

�∆� � ��

�
�

∆

��� X∆ Y∆
Y�

∆ Z∆

��
�

∆

�

where Σ� jω�K� � Σ� jω�
u�y
� K is the transfer matrix of the system seen from the uncertainty operator and

where � is any uncertainty set.

The separation result for robustness purpose as discussed in this remark can be also found with more
details in [IWA 97], [IWA 98], [PEA 00a] or also in [SCH 97a], [SCH 00] where it is called “full-block S-
procedure” in reference to [YAK 71]. For a complete overview of major results on this subject, the interested
reader may also see [IWA 97], [MEI 98], [SCO 98] where various scalings are regarded with respect to the
uncertainty description.

In this paper we choose to describe the uncertainty set as a fXlft, Ylft, Zlftg-ellipsoid. For these fXlft, Ylft,
Zlftg-dissipative non structured uncertainties, a non conservative scaling exists defined by:

�
X∆ Y∆
Y�

∆ Z∆

�
� τττlft

�
Xlft Ylft
Y �lft Zlft

�

It is applied in theorem 4 and enables to assess that all robustly stabilising gains are described (see the
necessity part in the proof).

Remark 5:
Theorem 4 guarantees that all stabilising controllers are described by the conditions (15) and (6) but from a
resilience point of view the theorem is conservative. As formulated in lemma 2, the losslessness with respect
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to resilience would be that all robustly stabilising fX , Y , Zg-ellipsoids are described by the conditions. It
would possibly lead to look for maximally resilient control laws. This cannot be done through the formulation
of theorem 4 and this is not surprising because �D�G�-scaling is conservative for an uncertainty composed of
two full-block operators.

Nevertheless, theorem 4 is necessary and sufficient for the synthesis of robust static output-feedback laws
in the sense that any robustly stabilising gain belongs to a possibly degenerated (radius R � �) ellipsoidal
set defined by conditions (15) and (6). Not every robustly stabilising fX , Y , Zg-ellipsoid is described by the
matrix inequality condition, but every robustly stabilising gain belongs to at least one attainable set.

V. CONTROLLER DESIGN FOR ROBUST PERFORMANCES

This section is devoted to three examples of robust performances that may be specified for an uncertain
LTI system. These are namely the pole location, where the closed-loop poles are specified to lie in some
convex region of the complex plane, the H∞ cost, that specifies an over-bounding on the induced L2 norm,
and the H2 cost, that specifies an over-bounding on the response to white noise or finite energy disturbances.
For all these performance specifications, robust synthesis results are given with respect to rational dissipative
uncertainty.

A. Robust pole location

Let a dynamical system be given by its state equation ẋ�t� � Ax�t� and let D be a region of the complex
plane C. The problem of finding easy testable conditions for a matrix A to have all its roots in the subregion
D , i.e. deciding if the dynamical system is D-stable, has been thoroughly investigated in the last years. In
[GUT 81], the notion of polynomial regions has been introduced. An extended Lyapunov theorem is then
proposed for such regions in [GUT 81], [MAZ 80]. In [CHI 96], and LMI-based characterisation of matrix
root-clustering regions is presented. The main result consists in the derivation of an extended Lyapunov
matrix equation for a new class of convex subregions named LMI regions and characterised by an LMI in s
and s�. Here we focus on these LMI regions with a revisited formalism as in [BAC 00], [PEA 00a], [PEA 00b],
[HEN 01].

Definition 4:
Let XR, YR and ZR be square complex valued matrices of same dimensions (� Cd�d) and assume that:

�
XR YR
Y�R ZR

�
�

�
XR YR
Y�R ZR

��
ZR � �

The fXR�YR�ZRg-region of the complex plane is the convex open set of complex scalars such that:

f s � C : XR� sYR� s�Y �R � ss�ZR � � g

Examples of the most commonly used fXR�YR�ZRg-regions, [BAC 98], are reminded here. They are all of
order d � 1 and correspond to usual specifications on stability, decay rate or oscillation damping:

� Left-half of the complex plane s.t. Re�s� � 0 : f0� 1� 0g-region.
� Left side of a vertical axis s.t. Re�s� � γr : f�2γr� 1� 0g-region.
� Bottom side of a horizontal axis s.t. Im�s� � γi : f�2γi� � j� 0g-region.
� Left side of an inclined axis s.t. Im�s� � tan�π

2 �ν��σ�Re�s�� :
f2σcos�ν�� �cos�ν�� j sin�ν��� 0g-region.

� Unit disk centred at the origin s.t jsj� 1 : f�1� 0� 1g-region.
� Disk centred at α with radius r : f�α2� r2�� �α� 1g-region.
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Regions of order superior to d � 1 are less frequently used. Regions of order two can be ellipses and
parabolas.

In [CHI 96], [CHI 99], the pole location in the intersections of LMI regions is tackled by the augmentation
of the order. The intersection of two regions of respective order d1 and d2 is a region of order d1 � d2.
Here, another approach is adopted. Each region of the intersection is assumed to be a separate objective, i.e.
the poles of a system are proved to belong to the intersection if they separately satisfy each pole location
objective.

Definition 5:

An LTI system Σ is said to be fXR�YR�ZRg-stable if and only if all its poles belong to the fXR�YR�ZRg-region.

An uncertain LTI system is said to be robustly fXR�YR�ZRg-stable if and only if Σ�∆� is fXR�YR�ZRg-stable
for all admissible uncertainty ∆ � �.

An uncertain LTI system is said to be robustly fXR�YR�ZRg-stabilisable by static output-feedback if there
exists a matrix gain K such that Σ�∆��K is robustly fXR�YR�ZRg-stable.

Remark 6:
The definition of fXR�YR�ZRg-stability includes the usual stability of continuous-time (ẋ�t� � Ax�t�) and
discrete time systems (x�t�1� � Ax�t�). In the first case (Hurwitz stability) it amounts to f0� 1� 0g-stability
while the second case (Schur stability) corresponds to pole location in the f�1� 0� 1g-region.

Let the three matrices:

NR1 �

�
� � �

�d �A �d �Bw �d �B

�
NR2 �

�
�d �Cz �d �Dzw �d �Dzu

� � �

�

NR3 �

�
�d �C �d �Dyw �d �D
� � �

�

Theorem 5:
If there exist five matrices PR � Sn, X � Sp, Y � Rp�m, Z � Sm and TR � Sd that simultaneously satisfy the
non-linear constraint (6) and the following LMI constraints:
������
�����

Tlft � �

Z � �

PR � �

N�
R1

�
XR�PR YR�PR
Y �R�PR ZR�PR

�
NR1 � N�

R2

�
TR�Xlft TR�Ylft
TR�Y �lft TR�Zlft

�
NR2�N�

R3

�
�d �X �d �Y
�d �Y� �d �Z

�
NR3

(16)
then the fX , Y , Zg-ellipsoid is a set of quadratically fXR�YR�ZRg-stabilising gains for Σlft�∆� with ∆ � �lft
and the central controller Ko ��Z�1Y � is quadratically resilient to all additive uncertainty ∆K defined by (9).

Proof:
The proof is omitted. It follows the lines of the proof of theorem 4 and is based on pole location Lyapunov-like
results, [CHI 96], [BAC 00], [PEA 00a], [PEA 01b], [PEA 00b], [HEN 01]. �

B. H∞ control

A common way of measuring robust performance and disturbance rejection is to use the L2-induced oper-
ator norm. The H∞ norm characterises input/output properties in terms of energy to energy, power to power
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and spectrum to spectrum relationships, [ZHO 94]. In this paper the notations are as follows:

Σ∞ :

����
���

ẋ�t� � Ax�t� � Bww�t� � B∞v∞�t� � Bu�t�
z�t� � Czx�t� � Dzww�t� � Dz∞v∞�t� � Dzuu�t�

g∞�t� �C∞x�t� � D∞ww�t� � D∞v∞�t� � D∞uu�t�
y�t� � Cx�t� � Dyww�t� � Dy∞v∞�t� � Du�t�

(17)

The input w and the output z define the uncertainty exogenous feedback as in (14). The uncertain system is

given by Σ∞�∆� �Σ∞
w�z
� ∆. The vector v∞ �Rm∞ is the input disturbance vector and g∞ �Rp∞ is the controlled

signal. The guaranteed robust H∞ synthesis problem is formulated as follows:

Find a stabilising gain K such that for all uncertainties the closed-loop transfer from v∞ to g∞ has an H∞

norm less than some specified level γ∞: �∆� � � jjΣ∞�∆�
u�y
� Kjj∞ � γ∞.

Let the four matrices:

N∞1 �

�
� � � �

A Bw B∞ B

�
N∞2 �

�
Cz Dzw Dz∞ Dzu
� � � �

�

N∞3 �

�
C∞ D∞w D∞ D∞u
� � � �

�
N∞4 �

�
C Dyw Dy∞ D
� � � �

�

Theorem 6:
If there exist four matrices P∞∞∞ � Sn, X � Sp, Y � Rp�m, Z � Sm and two scalars τ∞τ∞τ∞, τττlft∞ that simultaneously
satisfy the non-linear constraint (6) and the following LMI constraints:
��������
�������

τττlft∞ � 0
τ∞τ∞τ∞ � 0
Z � �

P∞∞∞ � �

N�
∞1

�
� P∞∞∞

P∞∞∞ �

�
N∞1 � τττlft∞ N�

∞2

�
Xlft Ylft
Y �lft Zlft

�
N∞2�τ∞τ∞τ∞ N�

∞3

�
�� �

� γ2
∞�

�
N∞3�N∞4

�
X Y
Y� Z

�
N∞4

(18)

then the fX , Y , Zg-ellipsoid is a set of quadratically stabilising gains such that jjΣ∞�∆�
u�y
� Kjj∞ � γ∞ for all

∆� �lft and the central controller Ko ��Z�1Y � is quadratically resilient to all additive uncertainty ∆K defined
by (9).

Proof:
The proof may be found in section VIII, at the end of the paper. �

C. H2 control

The input/output performance may also be expressed in terms of H2 norm specifications. It allows to
characterise wite noise response [PAG 97], [PAG 00] and is frequently used in practical situations. The
notations are as follows:

Σ2 :

����
���

ẋ�t� � Ax�t� � Bww�t� � B2v2�t� � Bu�t�
z�t� � Czx�t� � Dzww�t� � Dz2v2�t� � Dzuu�t�

g2�t� �C2x�t� � D2ww�t� � D2v2�t� � D2uu�t�
y�t� � Cx�t� � Dyww�t� � Dy2v2�t� � Du�t�

s.t.

�
� Dz2

D2
Dy2



�� � (19)
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The input w and output z define the uncertainty exogenous feedback such as (14) and the uncertain system

is given by Σ2�∆� � Σ2
w�z
� ∆. The vector v2 � R

m2 is the input disturbance vector and g2 � R
p2 is the con-

trolled signal. Note that these vectors are assumed to be distinct from the vectors defining the H∞ problem.
This allows to separately characterise different performance objectives with various signals. Moreover, in
the multi-objective synthesis that is formulated at the end of the section, multiple H∞ and H2 performance
objectives can be formulated simultaneously.

The guaranteed robust H2 synthesis problem is formulated as follows:

Find a stabilising gain K such that for all uncertainties the closed-loop transfer from v2 to g2 has an H2

norm less than some specified level γ2: �∆� � � jjΣ2�∆�
u�y
� Kjj2 � γ2.

Remark 7:
The H2 norm of some continuous-time transfer matrix is only defined if the feed-through matrix is zero. For

the system (19), the closed-loop feed-through matrix of Σ2�∆�
u�y
� K is given by:

D2�∆�K� � D2�
�

D2w D2u
�� ∆ �

� K

�	
��

�
Dzw Dzu
Dyw D

��
∆ �

� K

�
�1�
Dz2
Dy2

�

Some assumptions are required for D2�∆�K� be zero whatever the controller K and the uncertainty ∆ are. In
this paper, the results are given only for the case when D2, Dz2 and Dy2 matrices are zero. Obviously, other
assumptions are possible but they lead to tedious formulations that we chose to avoid here.

Let the four matrices:

N21 �

�
� � �

A Bw B

�
N22 �

�
Cz Dzw Dzu
� � �

�

N23 �
�

C2 D2w D2u
�

N24 �

�
C Dyw D
� � �

�

Theorem 7:
If there exist four matrices P2 � Sn, X � Sp, Y � Rp�m, Z � Sm and two scalars τ2τ2τ2, τττlft2 that simultaneously
satisfy the non-linear constraint (6) and the following LMI constraints:

������������
�����������

τττlft2 � 0
τ2τ2τ2 � 0
Z � �

P2 � �

Trace�B�2P2B2� � τ2τ2τ2 γ2
2

N�
21

�
� P2
P2 �

�
N21 � τττlft2 N�

22

�
Xlft Ylft
Y �lft Zlft

�
N22�τ2τ2τ2 N�

23N23�N�
24

�
X Y
Y� Z

�
N24

(20)

then the fX , Y , Zg-ellipsoid is a set of quadratically stabilising gains such that jjΣ2�∆�
u�y
� Kjj2 � γ2 for all

∆� �lft and the central controller Ko ��Z�1Y � is quadratically resilient to all additive uncertainty ∆K defined
by (9).

Proof:
The proof is put back to section VIII at the end of the paper. �
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VI. COMPLEXITY AND CONSERVATISM

This section is devoted to an evaluation of the ellipsoidal design results in terms of conservatism and
complexity. First, using the results on the losslessness of �D�G�-scaling, the conservatism of the approach
is shown to be directly related to the NP-hard problem of robust stability analysis with respect to structured
uncertainty. Next, an extension of the results for multi-objective control shows that a wide class of design
problems may be tackled by the approach with the same complexity. At last, some prospectives are drawn in
particular in terms of numerical methods.

A. Conservatism

First, consider the µ analysis framework for which major results regarding losslessness have been pro-
duced.

y(t)u(t)

Μ

Ω

Fig. 3. Interconnection of the µ framework

Let the interconnected system of figure 3 where M is a given matrix and Ω a block diagonal uncertain
operator such that:

Ω� diag�ω̃1�� � � �� ω̃mr��ω1�� � � ��ωmc��Ω1� � � ��ΩmF � (21)

It is composed of mr repeated real scalar blocks, mc repeated complex scalar blocks and mF full-blocks.
The Km problem as defined in [SAF 82] is to find the minimal norm over the uncertainty set such that the
interconnected system becomes singular. The µ quantity is defined as the inverse of Km, [DOY 82]:

µ�M� �
1

inff kΩk : ��ΩM is singular � Ω s.t.�21� g

Within this framework the papers [MEI 97], [MEI 98] show that there exist non conservative finite dimen-
sional convex approaches to compute µ only in the following cases:

� The uncertain operator ∆ is linear time-invariant and 2�mr �mc��mF � 3.
� The uncertain operator is linear time-varying.

These convex methods are based on �D�G�-scalings when considered in the usual µ analysis framework.
They are shown to be special instances of quadratic separators in [IWA 98] and can also be seen as matrices
involved in the full-block S-procedure in [SCH 97a], [SCH 00].

This result concerning the conservatism of the �D�G�-scalings is now used to analyse the conservatism
of the results proposed in this paper. First, note that Km amounts to the maximal bound on the uncertainty
norm kΩk that keeps the interconnected system non singular. Equivalently, at the expense of an homothecy,
it demonstrates the system’s stability for all given uncertainties such that kΩk2 � Ω�Ω � �. Moreover,
with tedious manipulations, it can equivalently conclude for the robust stability with respect to uncertainties
defined by any quadratic matrix constraint (i.e. Xi�YiΩi�Ω�

i Y�i �Ω�
i ZiΩi � �). Such quadratic constraints

correspond exactly to the matrix ellipsoids that are used to define the uncertainty set �lft and the set of
controllers.

Now, we take some results from the paper to evaluate if the quadratic separators (i.e. extended �D�G�-
scalings for any type of quadratically constrained uncertainty) are lossless:
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Case of theorem 3 - The LTI system interconnected with a control law K amounts to an operator Ω with
two blocks Ω � diag�s��K� where s is the Laplace operator constrained by s� s� � 0. In this case mr � 0,
mc � 1 and mF � 1, the quadratic separator can be chosen without conservatism as the combination of two
matrices respectively in the sets:

Θs �

� �
� �P
�P �

�
: P � �

�
� ΘK �

� �
X Y
Y� Z

�
: X � YZ�1Y�

�

The lemma 2 about the non-conservatism of the ellipsoidal synthesis with respect to unstructured uncertainty
on the control law confirms that the separators are lossless in this case.

Case of corollary 2 - The operator Ω has the same blocks Ω � diag�s��K� as in the first case. The only
difference is the quadratic constraint on K. The quadratic separator can be chosen without conservatism as
the combination of a matrix in Θs and the other in the set:

Θbn-K �

� �
X Y
Y� �

�
: �� ρ�� YY��X

�

Case of corollary 3 - In this case, the operator Ω can be written as two scalar repeated blocks Ω �
diag�s��δ�� and mr � 1, mc � 1 and mF � 0. The quadratic separator is therefore conservative (the op-
erator Ω is assumed to be time-invariant).

Case of theorem 4 - For the robust stabilisability, the operator Ω is composed of three blocks, one of
which represents the model’s uncertainty: Ω� diag�s��K�∆�. The uncertainty is assumed to be made of one
single full-block. Therefore one gets mr � 0, mc � 1 and mF � 2: The quadratic separator is conservative. It
is chosen as a combination of matrices in Θs, ΘK and in the set:

Θ�lft �

�
τττlft

�
Xlft Ylft
Y �lft Zlft

�
: τττlft � 0

�

The conservatism of this case is analysed in remark 5. Theorem 4 is only sufficient for simultaneous robust
and resilient control design but losslessness in view of robust (possibly fragile) SOF synthesis.

Case of theorem 5 - In case of robust fXR, YR, ZRg-stabilisability the operator Ω is highly structured
Ω � diag�s���d �K��d �∆� and s is constrained in the fXR, YR , ZRg-region. The quadratic separator is
chosen as a combination of matrices in the sets:

ΘR �

� �
�ZR�P �Y �R�P
�YR�P �XR�P

�
: P � �

�
� Θ�d�K �

� �
�d �X �d �Y
�d �Y� �d �Z

�
: X � YZ�1Y�

�

Θ�d��lft �

� �
TR�Xlft TR�Ylft
TR�Y �lft TR�Zlft

�
: TR � �

�

The theorem is highly conservative except for regions of order d � 1. For these regions, one gets that mr � 0,
mc � 1 and mF � 2, the same remarks about conservatism can be drawn as for theorem 4.

Case of theorem 6 - For SOF robust H∞ synthesis the operator Ω amounts to four blocks such that Ω �
diag�s��K�∆�∆∞� where the last full-block operator ∆∞ is norm-bounded (∆�∞∆∞ � γ2

∞�). This manipulation
is equivalent to the classical methods where the H∞ norm of a system is computed for robustness purposes.
The theorem is conservative since mr � 0, mc � 1 and mF � 3. The separators are a combination of matrices
in Θs, ΘK , Θ�lft and in the set:

Θ∞ �

�
τ∞τ∞τ∞

�
�� �

� γ2
∞�

�
: τ∞τ∞τ∞ � 0

�
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Note that for systems without uncertainties (the transfer w � z is omitted), the H∞ performance synthesis
amounts to an operator Ω� diag�s��K�∆∞�. It can be shown (as in remark 5) that this H∞ performance SOF
design is lossless as long as no resiliency constraint is added.

B. Multi-objective synthesis

Static output-feedback design is in general an open problem. Except for special instances such as state-
feedback, no convex finite dimensional formulation exists and one can conjecture that the problem is NP-hard.
Some methods used to deal with the SOF synthesis are exposed in the introduction and each of these formulate
the synthesis as either a BMI problem or as LMIs constrained by a non-linear equality. With respect to these
results, the ellipsoidal synthesis framework has a similar complexity. Moreover, other synthesis problems
including resilience, robustness and performance specifications also have a comparable complexity (at the
expense of some conservatism as studied in the previous section). It is now shown that all these results can be
extended to multi-objective synthesis without increasing the conservatism while preserving the complexity
level.

Let the multi-objective problem:

Find a gain K that simultaneously stabilises various systems with possible robust stability specifications,
pole location specifications, input/output performance specifications and resilience constraints.

The multi-objective problem consists in specifying numerous objectives among those defined in the pre-
vious sections and in addition, these objectives may be simultaneously solved for various models. Special
instances of this general multi-objective problem are:

� Simultaneous stabilisation:
Find a controller K that simultaneously stabilises a finite number of systems.

Such requirements tackle the “integrity” of systems (stability is expected whatever some discrete pertur-
bations such as failure of components or structural changes may be) and form also a non-guaranteed but
sometimes efficient approach for uncertain or non-linear systems (stability is expected for some extreme val-
ues of the uncertainty or for some linearised models around operating points). See [BLO 95] for an overview.

� H2�H∞ control:
Find a controller K that satisfies both a H2 and a H∞ constraint on the closed-loop system.

This most simple multi-objective problem is perhaps the most famous one because it enables to simulta-
neously give a robust stability requirement (H∞ constraint) and specifications on transient responses (H2
objective).

� Robust pole location in the intersection of LMI regions:
Find a controller K such that for any parametric uncertainty,

the closed-loop poles belong to the specified intersection of regions.
Such specification allows for example to simultaneously constrain the decay rate (region limited by a vertical
axis), the damping ratio (region limited by a sector) and the undamped natural frequency (region limited by
a disc centred at the origin). When dealing with LTI systems without uncertainties, such specifications can
be guaranteed with a single quadratic Lyapunov matrix over all regions [CHI 96]. This is no longer the case
for robust pole location. In order to avoid conservatism, each region must be treated separately involving a
specific Lyapunov function.

Without getting into details, it is quite clear that for practical purposes the multi-objective problems are
the most adapted. When dealing with a concrete system, the aim is quite often to be able to simultaneously
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specify some concrete requirements such as noise attenuation, perturbation rejection, time responses, loop
shaping with weight functions, robustness... When the design procedure fails, it is possible to relax one
or more specifications and conclude about the influence of each requirement. Although the multi-objective
problem has such an importance in practice, very few theoretical methods allow to come close to such a
general formulation. Among these, the major result is the one relying on the “Lyapunov Shaping Paradigm”
in [SCH 97b]. It shows how to solve multi-objective problems in the case of full-order output-feedback and
can be applied only when the model is unique. Moreover, it introduces an extra conservatism by the use of a
single Lyapunov matrix for all objectives.

In the fX , Y , Zg-ellipsoid framework exposed in this paper, the technique for dealing with multi-objective
specifications is in a sense inherited of [SCH 97b]. Each objective is taken into account by gathering together
all related LMI conditions:

For each model and each objective, find the matrix unknowns (Lyapunov matrices, P, scalars τττ, scalings
TR...) plus the three common matrices X, Y and Z, constrained by all the concatenated LMI constraints and

the unique non-linear constraint (6).

In other words, to solve a multi-objective problem, we need only to increase the number of unknowns
and the number of LMI constraints accordingly to each objective and each model. From a numerical point
of view, it increases the computation burden and reduces the domain where the fX , Y , Zg-ellipsoid can be
found. From a theoretical point of view, there is no additional conservatism to solve a multi-objective control
problem compared to single-objective control problems. Moreover, as in a single-objective control problem,
all the constraints are convex (LMI) except for the unique non-linear constraint which can be either (6), (10)
or (11) depending on the expected resilience of the designed control law.

C. Numerical methods

Consider that there is no resilience specification (if any, the same remarks will identically hold with the
modified non-linear constraint). All design problems are equivalent to finding a feasible solution (Q�X�Y�Z)
to the constraints summarised as:

L�Q�X�Y�Z�� � and X � YZ�1Y� (22)

where Q represents all the stacked variables such as the Lyapunov matrices and other separators, and where
L�	� is a linear matrix operator. The first constraint L�Q�X�Y�Z� � � is convex and there exist efficient
numerical tools to solve such LMI constraints. The main difficulty comes from the non-linear constraint.

A common technique to tackle the non-linearity is to transform the feasibility problem into an optimisation
problem such as:

q� � min
L̂�Q̂���

f �Q̂� (23)

where Q̂ represents all variables (some relaxations possibly lead to additional variables), where f �	� is a non-
linear scalar function and L̂ is a linear matrix operator. The transformation has to be lossless in the following
sense: ”There exists a feasible point to (22) if and only if q� � 0.”

First-order suboptimal algorithms can be applied to this optimisation problem. Starting from an initial
acceptable point L̂�Q̂0� � �, a linear approximation of the non-linear objective is iteratively minimised:

step k : Q̂k�1 � arg min
L̂�Q̂���

� ∇ f �Q̂k� j Q̂ �
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Each step is an LMI problem and can be solved efficiently using the existing semi-definite solvers [GAH 95],
[STU 99]. The algorithm succeeds as soon as the objective becomes equal to zero. Unfortunately, no con-
clusion can be drawn if the convergence stops (slow evolution of the criterion) at a positive value of the
criterion.

Among possible optimisation formulations, two are pointed out:

� If the control law has a scalar input (p � 1), then the non-linear constraint is scalar and one can take
f �Q̂� � X�YZ�1Y� � R. This particular case concerns the control design for MISO (multi-input, single-
output) systems.

� For any MIMO (multi-input, multi-output) system, perform a cone complementarity technique that
leads to a criterion of the type f �Q̂� � trace �MN�. This method has been applied in [PEA 02] and showed
to be highly efficient. In particular, when tested on low dimensional examples it appeared that the algorithm
always converge.

These two formulations show that there is no unique way to build the optimisation problem (23). Moreover,
the dimension p of the non-linear constraint may condition the efficiency of the first-order algorithm. In-
tensive experimentations should be performed to draw valuable conclusions and we believe that dedicated
optimisation algorithms may emerge. Prospective work will focus on these numerical aspects, going further
than the first encouraging results in [PEA 02].

VII. CONCLUSIONS

The paper exposes a novel approach for control design. The output-feedback control is viewed with respect
to topological separation theory so that the computation of a single control law is replaced by the design of a
quadratic separator. The new formulation is lossless and has the major benefit for decoupling the controller
computation from closed-loop specifications such as robustness or input/output performance.

All results are given with respect to the design of static output-feedback controllers for linear time-
invariant, continuous-time systems. The tackled problems are the fragility of the control law, the robustness
with respect to rational dissipative uncertainty, the robust pole location, the robust H∞ control and the robust
H2 control. In turn, all these problems can be aggregated together without conservatism to form the gen-
eral resilient, robust multi-objective problem. A wide range of automatic control problems fall within this
category and they are shown to have common complexity.

From a computational point of view, every considered controller design is achieved by the solutions to a
non-linear matrix inequality X�YZ�1Y� constrained by purely linear matrix inequalities. As for other exist-
ing static output-feedback results, the new formulation is NP-hard. Some suggestions for adapted algorithms
based on semi-definite programming are driven.

REFERENCES

[APK 00] P. APKARIAN, P. PELLANDA and H. TUAN, “Mixed H2�H∞ Multi-Channel Linear Parameter-Varying Control in Discrete Time”,
proceedings of American Control Conference, Chicago, Il, june 2000, pages 1322-1326.

[ARZ 00] D. ARZELIER and D. PEAUCELLE, “Robust Multi-Objective State-Feedback Control for Real Parametric Uncertainties via Parameter-
Dependent Lyapunov Functions”, proceedings of ROCOND, Prague, june 2000.

[ARZ 02] D. ARZELIER, D. HENRION and D. PEAUCELLE, “Robust D-stabilization of a Polytope of Matrices”, Int. J. Control, vol. 75, no. 10,
2002, pages 744-752.

[BAC 98] O. BACHELIER, “Commande des Systèmes Linéaires Incertains Placement de Pôles Robuste en D-Stabilité”, PhD thesis, Institut
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VIII. PROOFS

A. Proof of sufficiency in theorem 4

Assume conditions (15) and (6) hold for some choice of Pq, X , Y , Z and τlft. Take any matrix K such that
(9). It belongs to the fX �Y�Zg�ellipsoid defined by (1). The ellipsoid is non empty due to condition (6) and
lemma 1. The Finsler’s lemma [SKE 98] applied to condition (1) implies that there exists a strictly positive
scalar τ � 0 such that: �
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For this choice of K and τ one gets:
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Along the trajectories of �Σlft
w�z
� ∆�

u�y
� K the vectors x, w and u are such that:

ẋ � Ax�Bww�Bu � u �Ky � KCx�KDyww�KDu � z �Czx�Dzww�Dzuu � w � ∆z

Therefore, along the trajectories of the system, one gets that:

ẋ�Pqx� x�Pqẋ � z�
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� ∆�
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�
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which is always negative since the uncertainty set is the fXlft, Ylft, Ylftg-ellipsoid. This proves the closed-loop
stability for any matrix gain of the fX �Y�Zg�ellipsoid and for any fXlft,Ylft,Ylftg-dissipative uncertainty with
the help of the unique Lyapunov function Vq�x� � x�Pqx, i.e. both the quadratic stability and the quadratic
resilience are simultaneously achieved. �
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B. Proof of necessity in theorem 4

Assume K is a robustly stabilising gain and define the closed-loop uncertain model:

Σlft
u�y
� K :

�
ẋ�t� � A�K�x�t� � Bw�K�w�t�
z�t� � Cz�K�x�t� � Dzw�K�w�t�

In [PEA 98a], the robust stability with respect to the non-structured fXlft,Ylft,Ylftg-dissipative uncertainty is
proved to be equivalent to the quadratic stability and writes as:
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Applying Finsler’s lemma, it implies that a scalar τττ exists such that:�
� � �
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�
which corresponds to the inequality in (15) with:

X � τττ K�K Y ��τττ K� Z � τττ �

Take the bottom right block of the last inequality, it writes as:

�� τττlftD�
zuXlftDzu�τττ�DK�����DK���

The matrix Xlft is assumed to be negative semi-definite and therefore it implies, on the one hand, that the
closed-loop is well defined (DK�� is non singular) and on the other hand, that the scalar τττ is strictly positive.
Hence, the obtained matrix Z is definite positive and X � YZ�1Y�. The non-linear constraint (6) holds. �

C. Proof of theorem 6

The major part of the proof is omitted. It mainly follows the proof of theorem 4. Take K and τ � 0 such
that (24). Then, apply the non zero vector �x��t� w��t� v�∞�t� u��t��� 
� 0 to inequality (18). It implies that along
the trajectories of the closed-loop system:

x��t�P∞ẋ�t�� ẋ��t�P∞x�t� � τlft∞z��t�

�
�

∆

�� � Xlft Ylft
Y �lft Zlft

��
�

∆

�
z�t�� τ∞g�∞�t�g∞�t�� τ∞γ2

∞v�∞�t�v∞�t�
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The ∆-dependent term is negative since the uncertainty set is the fXlft, Ylft, Zlftg-ellipsoid. If there is no
perturbation input (v∞�t� � 0) the stability of the system is proved with a quadratic Lyapunov function V �x� �
x�P∞x. Moreover, taking the time average, the inequality gives:

lim
T�∞

1
2T

Z T

�T
V̇ �x�t��dt � τ∞jjg∞jj

2 � τ∞γ2
∞jjv∞jj

2

With the usual assumptions on the vectors, [DOY 94], [ZHO 94], it yields jjg∞jj� γ∞jjv∞jj. The H∞ norm of
the closed-loop system is bounded by γ∞. �

D. Proof of theorem 7

It follows the same lines as proof of theorem 6. Take K and τ � 0 such that (24). Then, apply the non
zero vector �x��t� w��t� u��t��� 
� 0 to inequality (20). It implies that along the trajectories of the closed-loop
system (the ∆-dependent term is removed for the same reasons as in the proof of theorem 6):

x��t�P2�ẋ�t��B2v2���ẋ�B2v2�
��t�P2x�t�� τ2g�2�t�g2�t� � 0

If there is no perturbation input (v2�t� � 0) the stability of the system is proved with a quadratic Lyapunov
function V �x� � x�P2x. Moreover, take the time average as in [DOY 94], and assume v2 is a white noise with
unit spectral density, it yields:

τ2jjg2jj
2 � Trace�B�2P2B2�� τ2γ2

2

The power norm of the output signal g2�t� is less than γ2 when the disturbance input is a unitary white noise.
The H2 norm of the closed-loop system is bounded by γ2. �
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