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Abstract
Control of systems with time-varying dynamical characteristics impose either a conservative time-
invariant control strategy that should hold for all time instants or to adopt some adaptive scheme.
One of such, called simple adaptive control, is particularly appropriate for control applications
such as flexible aircrafts or other fast varying processes. Indeed, it does not need any real-time
estimation of time-vaying parameters but adapts based on the unique sensors measurements. Yet,
this control strategy, also called passivity-based adaptive control, needs to be applied for the system
to be passifiable. Or at least it needs to exhibit a linear combination of the inputs and outputs
such that this property holds. The paper is devoted to the search of such linear combinations with
practical efficient algorithms. Results are discussed in detail for an uncertain time-varying aircraft
control example.
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1 Introduction
For more than thirty years a large number of publications are devoted to simple adaptive control
[8, 2, 13]. This control strategy is shown on examples to have important properties in terms of
adaptation to varying parameters. Moreover, it has the advantage compared to other adaptive
strategies such as gain scheduling not to require the real-time knowledge or estimation of the
parameters. But this does not mean that simple adaptive control may be applied whatever the
system. One of the main assumption for adaptive control to stabilize the closed-loop system is
passification of the system, \emph{i.e.} existence of a feedback gain that makes the system passive. For
that reason this adaptive control strategy is also often called passivity based adaptive control.

Assuming the passification property to hold, recent results have completed the existing robust-
ness experiments and extended the first existing robustness results. In [19, 22] robust stabilization
analysis is studied with respect to time-varying parameters and results are produced in terms of Linear Matrix Inequalities (LMIs). These may be tested efficiently with existing semi-definite solvers such as [20] and easily coded in Matlab environment using YALMIP [16]. These results probably merit more extensions, but the essential issue is to achieve the passification property assumed in the beginning.

More precisely, the passification property is as follows: there should exist a stabilizing static output feedback and linear combination of the output measurement vector \( y \) and the reference signal \( w \) (called passive output \( z \)) such that the closed-loop is passive with respect to the couple \( w, z \). This property has been for long studied assuming that the passive output is the measured vector \( z = y \). In such case the passification property is also called ”almost passivity” [3], i.e. passive at the expense of finding a static output-feedback. But having \( z = y \) limits the method to square systems (same number of inputs and outputs). Therefore extensions have been proposed [9] to the case when \( z = Gy \) for a given \( G \). Then in [17, 19] the issue of robust passivity-based adaptive control was proved to have solutions only if \( z = Gy + Dw \), that is if one allows a feed-through gain in the definition of \( z \). That results was largely inspired by the results on ”schunting” the original system for obtaining passification property, [13].

But in all these results, the matrix \( G \) is assumed to be known, obtained by some physical considerations or by other means. Finding this \( G \) matrix happens to be a highly complex problem that is as difficult as finding a stabilizing static output-feedback. As a matter of fact any stabilizing static output-feedback may be used to define a matrix \( G \). This is one of the papers contribution. The other contribution is the formulation of an heuristic method for designing a stabilizing static output feedback. This problem has no known solution in the general case and is assumed to be NP-hard [5, 6, 21]. Thus the LMI results that we propose do not claim to be a universal method. Nevertheless, based on a result form [1] for solving Riccati equation with LMI maximization, the heuristic has some interesting properties that seems efficient in practice.

The paper is organized as follows. In the next section the problem to be solved is exposed in details. Then in section III the heuristic for stabilizing static output-feedback design is produced. The following section is devoted to the design of the passifying output. Section V illustrates the results on an academic example. A conclusion ends the paper and opens to future intensive tests of the heuristic on more realistic examples.

2 Problem statement

The following class of uncertain linear systems is considered

\[
\dot{x}(t) = A(\delta(t))x(t) + B(\delta(t))u(t) \quad , \quad y(t) = Cx(t)
\]

where \( x \in \mathbb{R}^n \) is the state vector, \( u \in \mathbb{R}^m \) is the control input vector, \( y \in \mathbb{R}^p \) is the measured output vector. \( \delta(t) \in \mathbb{R}^N \) stands for a vector of \( N \) time-varying uncertainties. No assumption is made on their derivatives. The model is assumed of affine paralleloptopic type, i.e. variations around a central nominal model defined by matrices \((A, B)\) along axes \((A_i, B_i)\):

\[
A(\delta) = A + \sum_{i=1}^{N} \delta_i A_i \quad , \quad B(\delta) = B + \sum_{i=1}^{N} \delta_i B_i
\]

Each uncertain parameter is assumed to be bounded in an interval including zero

\[
\underline{\delta}_i \leq \delta_i \leq \overline{\delta}_i \quad ; \quad \underline{\delta}_i \leq 0 \quad , \quad \overline{\delta}_i \geq 0
\]
The set of uncertainties is the set of all functions with bounded values in the upper defined intervals. It is denoted $\Delta$. We define as well the finite set of extremal values (the vertices):

$$\Delta_v = \{ \delta = (\delta_1, \ldots, \delta_N) : \delta_i \in \{\delta_i, \overline{\delta}_i\} \}$$  \hspace{1cm} (4)

**Definition 1** A system with input vector $w$, output vector $z$ and state vector $x$ is said to be globally strictly passive if there nonnegative scalar function $V(x)$ and scalar function $\mu(x) > 0$ for $x \neq 0$ such that the following holds

$$V(x(t)) \leq V(x_0) + \int_0^t [w^T(s)z(s) - \mu(x(s))]ds,$$  \hspace{1cm} (5)

for all $t > 0$ and all initial conditions $x(0)$.

In case of uncertain systems, “robust strict passivity” indicates that the strict passivity property holds for all admissible values of the uncertainty. In the remaining the adjective “globally” is eluded since linear systems are considered.

The goal of this paper is to design a matrix $G$ such that there exists a static output feedback control law of the type

$$u(t) = w(t) - Fy(t)$$

and a feed-through gain $D(\delta(t))$ that make the following closed-loop system robustly strictly passive

$$\dot{x}(t) = (A(\delta(t)) - B(\delta(t))FC)x(t) + B(\delta(t))w(t)$$

$$z(t) = G Cx(t) + D(\delta(t))w(t)$$  \hspace{1cm} (6)

This design problem is related to adaptive control issues exposed in [18, 19]. If one can find such $G$ matrix for a given set of uncertain parameters $\Delta$, one can expect with techniques exposed in upper cited papers to prove stabilization by simple adaptive control of the linear system and efficient $L_2$ gain attenuation for an broader set of uncertainties. The simple adaptive control algorithm is as follows

$$u(t) = w(t) - K(t)y(t)$$

$$\dot{K}(t) = Gy(t)y^T(t)\Gamma - \phi(K(t))\Gamma$$  \hspace{1cm} (7)

where $\phi$ is usually a corrective function that prevents the adaptive gain $K(t)$ to grow too large towards unrealistic values and where $\Gamma$ is a parameter that tunes the sizes of attractive domains. The major and essential parameter needed for the adaptive control algorithm is the matrix $G$. It should satisfy the upper defined passifiability. Our goal is to have efficient tools for the design of such matrix.

We shall proceed in two steps to design the matrix $G$. First, recalling that strict passivity implies stability, we shall design a robustly stabilizing feedback gain $F$. Second, for that gain $F$ we shall design the matrix $G$ with an additional criterion that the feed-through matrices $D(\delta)$ to be meaningful in practice need to be as close to zero as possible.

### 3 Design of static output-feedback gain

The considered problem is in the context of time-varying uncertainties without bounds on their derivatives. In such case robust stability can only be proved at the expense of a parameter independent Lyapunov certificate that may be chosen quadratic. This corresponds to the well known “quadratic stability” framework [4].
The following theorem gives a parametric description (parametrization) of all stabilizing static output-feedback gains. It is based on LQR concept and extends the results of [10] to the considered class of uncertain systems.

**Theorem 1** There exists a gain matrix \( F \) such that the system (1) is quadratically stabilizable if and only if there exist matrices \( P = P^T > 0 \), \( Q = Q^T > 0 \), \( R = R^T > 0 \) and a parameter-dependent \( L(\delta) \) such that the following conditions hold for all vertices \( \delta \in \Delta_v \):

\[
FC = R^{-1}(B^T(\delta)P + L(\delta)),
\]
\[
A^T(\delta)P + PA(\delta) - PB(\delta)R^{-1}B^T(\delta)P + Q + L(\delta)^TR^{-1}L(\delta) \leq 0.
\]

**Proof:** Let \( F \) be a quadratically stabilizing gain. Then according to definition it is equivalent to existence of a positive definite matrix \( P = P^T > 0 \) such that

\[
A^T_c(\delta)P + PA_c(\delta) < 0 \quad \forall \delta \in \Delta_v.
\]

\( A_c(\delta) \) being linear with respect to \( \delta \), this inequality holds for all uncertainties if and only if it holds on the vertices

\[
A^T_c(\delta)P + PA_c(\delta) < 0 \quad \forall \delta \in \Delta_v.
\]

Since the inequality defines a negative definite constraint on a finite set of values, this is also equivalent to the existence of, possibly small, matrices \( Q = Q^T > 0 \) and \( R = R^T > 0 \) such that

\[
A^T_c(\delta)P + PA_c(\delta) + Q + C^TFC \leq 0 \quad \forall \delta \in \Delta_v
\]

Recall that \( A_c(\delta) = A(\delta) + B(\delta)FC \) and define \( L(\delta) = RFC - B^T(\delta)P \). Rearranging (12) one gets exactly (9).

The heuristic that is considered in the paper is to replace the non-convex inequality of (9) by the following two constraints

\[
A^T(\delta)P + PA(\delta) - PB(\delta)R^{-1}B^T(\delta)P + (1 + \mu)Q \geq 0
\]
\[
\mu Q \geq L^T(\delta)R^{-1}L(\delta)
\]

where \( \mu \) is some positive scalar. A positive scalar \( \mu \) such that these conditions (13) hold necessarily exists since \( Q \) is positive definite. Moreover, conditions (13) are convex with respect to the decision variables and can be replaced by

\[
\begin{bmatrix}
A^T(\delta)P + PA(\delta) + (1 + \mu)Q & PB(\delta) \\
B^T(\delta)P & R
\end{bmatrix} \geq 0
\]
\[
\begin{bmatrix}
\mu Q & L(\delta) \\
L(\delta)^T & R
\end{bmatrix} \geq 0.
\]

But, solving inequalities (14) may not lead to a solution to the problem (9). To approach such solution, the idea is to attempt to find among solutions of (14) those that make the first inequality of (13) as close as possible to the Riccati equation

\[
A^T(\delta)P + PA(\delta) - PB(\delta)R^{-1}B^T(\delta)P + (1 + \mu)Q = 0.
\]

Indeed, if the Riccati equation holds along with \( \mu Q \geq L^T(\delta)R^{-1}L(\delta) \) then (9) is valid. The heuristic used to find among solutions the one that may be as close as possible to a solution to the Riccati equation is based on the following theorem borrowed from [1] (only the deterministic result is presented).
Theorem 2 If the pairs \((A(\delta), B(\delta))\) are stabilizable for all values in the finite set \(\Delta \in \Delta_v\) and if \((Q(\delta), R(\delta))\) are couples of given positive definite matrices, then the solution to the following LMI maximization problem

\[
\{ P^*(\delta) \} \delta \in \Delta_v = \arg \max \sum_{\delta \in \Delta_v} \text{Trace}(P(\delta))
\]

\[
\forall \delta \in \Delta_v.
P(\delta) = P(\delta)^T \begin{bmatrix} A^T(\delta)P(\delta) + P(\delta)A(\delta) + Q(\delta) & P(\delta)B(\delta) \\ B^T(\delta)P(\delta) & R(\delta) \end{bmatrix} \geq 0
\]

are positive semi-definite \(P^*(\delta) \geq 0\) and solution to the Riccati equations

\[
A^T(\delta)P^*(\delta) + P^*(\delta)A(\delta)
- P^*(\delta)B(\delta)R^{-1}(\delta)B^T(\delta)P^*(\delta) + \dot{Q}(\delta) = 0.
\]

What Theorem 2 suggests is that solving the LMI optimization with maximization of trace of \(P\) pushes the solutions to be close to solving the Riccati equation. The result happens to be exact in case one Lyapunov matrix is searched for each Riccati equation. It is assumed to keep the behavior if the variables \(P(\delta)\) are constrained, for example if constrained to be all equal \((P(\delta) = P, \forall \delta \in \Delta_v)\).

At this stage the results suggest that performing the maximization of trace of \(P\) under constraints (8) and (14) may yield a matrix \(F\) robustly stabilizing the uncertain system. Remains to choose appropriately the matrices \(Q, R\).

The choice of \(Q\) and \(R\) is done noticing that these matrices define a linear-quadratic (LQ) problem. Indeed, if \(P, \dot{Q} = (1 + \mu)Q\) and \(R\) are solutions to the following Riccati equation

\[
A^T P + PA - PBR^{-1}B^T P + \dot{Q} = 0
\]

(which is the goal of the LMI maximization) then \(R^{-1}B^T P\) is the stabilizing state-feedback gain for the nominal model \(\dot{x} = Ax + Bu\) that minimizes the quadratic cost \(\int_0^\infty x^T \dot{Q}x + u^TRudt\). Compared to formulas (8) and (9) it suggests that: if the matrices \(\dot{Q}\) and \(R\) are appropriately chosen for having some properties for state-feedback for the nominal model, then, at the expense of some variations allowed by introduction of the \(L(\delta)\) matrix, these same properties may approximately hold for the uncertain closed-loop system. For example, suppose from practical reasons that one aims at having closed-loop lopes of the system located near to some prescribed values \(\lambda_1, \ldots, \lambda_n\). Then Johnson’s algorithm [12] allows to compute the \(\dot{Q}\) and \(R\) matrices such that the optimal state-feedback controller for that LQ problem locates exactly the poles at that prescribed values. Solving the maximization of trace of \(P\) under constraints (8) and (14) for the pair \((\dot{Q} = \frac{1}{1+\mu} \hat{Q}, R)\) is expected to produce a static-output feedback which locates the closed-loop poles “close” to \(\lambda_1, \ldots, \lambda_n\).

Based on the upper considerations, the following heuristic algorithm is proposed for robust stabilizing static output-feedback design

Algorithm 1

1- Choose a set of desired closed-loop poles \(\lambda = \{ \lambda_1, \ldots, \lambda_n\}\) based on practical considerations.

2- For this choice of \(\lambda\) apply Johnson’s algorithm [12] and get matrices \((\hat{Q}, R)\).
3- For this choice of \((\hat{Q}, R)\) set \(\mu\) to some positive value, take \(Q = \frac{1}{1+\mu} \hat{Q}\) and solve the following maximization problem with some LMI solver

\[
\max_{F,P,L(\delta)} \text{trace}(P) : (8), (14) \quad \forall \delta \in \Delta_v
\]

The efficiency of the algorithm and its sensitivity to the choices of \(\lambda\) and \(\mu\) are commented on an example in section V.

4 Design of \(G\) matrix

Let us now consider the design of a \(G\) matrix based on this stabilizing static output feedback gain. For that the results in [19] are recalled with the choice to limit the formula to a unique Lyapunov matrix over all uncertainties (for the same reasons as upper). The theorem is essentially a reformulation of the positive-real lemma [7] and also an LMI version of the SPR conditions recalled in [11].

**Theorem 3** The closed-loop system (6) with \(D(\delta) = D + \sum_{i=1}^{N} \delta_i D_i\) is quadratically strictly passive if and only if there exist a symmetric positive-definite matrix \(H > 0\) and a positive scalar \(\epsilon > 0\) such that the following LMI conditions hold for all vertices \(\delta \in \Delta_v\)

\[
\begin{bmatrix}
A_c^T(\delta)H + HA_c(\delta) & HB(\delta) \\
B^T(\delta)H & 0
\end{bmatrix} \leq
\begin{bmatrix}
-\epsilon 1 & C^T G^T \\
GC & D(\delta) + D^T(\delta)
\end{bmatrix}
\]

To understand the role of the \(D(\delta)\) matrix, assume it is equal to zero. In such case the constraints (15) write also as follows

\[
A_c^T(\delta)H + HA_c(\delta) \leq -\epsilon 1, \quad HB(\delta) = C^T G^T
\]

which are clearly extremely severe (equality constraints on \(P\)) and almost impossible to attain when \(B(\delta)\) is uncertain. If \(D(\delta) = 0\) results in [8] also indicate that conditions may be possible if and only if the open loop system defined by \((A(\delta), B(\delta), C)\) is strictly hyper minimum phase (relative degree 1 between numerator and denominator and only stable zeros if system is SISO). This may not be the case for the open-loop system, possibly not even for one value of the uncertainty.

Thus the degree of freedom brought by the feed-through matrix \(D(\delta)\) are absolutely needed for solving the problem. But, keeping in mind that passivity properties of a system may be useful in practical control strategies, one may ask for having \(D(\delta)\) matrix as close to zero as possible. This expression should be understood in the sense that the norm of the \(D(\delta)\) matrix should be as small as possible compared to that of the \(G\) matrix. Since bounding from below the norm of \(G\) is not convex but keeping in mind that the LMIs (15) are linear with respect to all decision variables (no constant term), a way to handle the minimization of \(D(\delta)\) while constraining the norm of \(G\) is as follows

\[
1 \leq H, \quad \min_{H,G,D(\delta)} \sum_{i=1}^{N} \text{trace}(D_i)
\]

This is why the following algorithm is proposed to solve the \(G\)-design problem (based on a fixed static output feedback gain \(F\)):
Algorithm 2  For a given $F$ solve the following minimization problem with some LMI solver

$$
\min_{H, G, D(\delta)} \sum_{i=1}^{N} \text{trace}(D_i) : \quad 1 \leq H, \quad (15) \forall \delta \in \Delta_v
$$

If $G$ is required to have a norm of $\gamma$, then append the obtained matrices as

$$
G \leftarrow \frac{\gamma}{\|G\|} G, \quad D \leftarrow \frac{\gamma}{\|G\|} D, \quad D_i \leftarrow \frac{\gamma}{\|G\|} D_i
$$

Proposition 1 The optimization problem of Algorithm 2 is feasible if and only if $F$ is a quadratically stabilizing static output feedback gain.

Proof: $F$ is a quadratically stabilizing static output feedback gain if and only if there exists a positive definite $H > 0$ such that

$$
A_c^T(\delta)H + HA_c(\delta) < 0 \quad \forall \delta \in \Delta_v \quad (17)
$$

Since the inequality defines a negative definite constraint on a finite set of values, this is also equivalent to the existence of an $\epsilon > 0$ and a, possibly small, matrices $T(\delta) > 0$ such that

$$
A_c^T(\delta)P + PA_c(\delta) + \epsilon I \\
+ (HB(\delta) - C^T G^T)T(\delta)(B^T(\delta)H - GC) \leq 0 \quad \forall \delta \in \Delta_v \quad (18)
$$

Take $D(\delta) = \frac{1}{2} T^{-1}(\delta)$, a Schur complement argument completes the proof.  

5 Examples

Consider the problem of stabilization of the angular longitudinal aircraft motion under given flight parameters uncertainty. The linearized model of this motion is given by the following equations:

$$
\begin{align*}
\dot{\vartheta} &= \omega_z \\
\dot{\omega}_z &= -a_{mz}^\alpha \vartheta - a_{mz}^{\omega z} \omega_z + a_{mz}^\alpha \Theta + a_{mz}^\delta \\
\dot{\Theta} &= -a_{y}^\alpha \vartheta + a_{y}^\delta \Theta
\end{align*}
$$

(19)

where $\vartheta$ is the pitch angle, $\omega_z$ is the angular velocity, $\Theta = \vartheta - \alpha$, $\alpha$ is the angle of attack, $\delta$ is the elevator angle. The state and control vectors of the considered system are

$$
x = \begin{pmatrix} \vartheta \\ \omega_z \\ \Theta \end{pmatrix}, \quad u = \delta.
$$

Usually only $\vartheta$ and $\omega_z$ are available for direct measurement and we have

$$
y = \begin{pmatrix} \vartheta \\ \omega_z \end{pmatrix}.
$$

In the considered flight mode the aircraft has the following parameters uncertainties:

$$
\begin{align*}
a_{mz}^\alpha &\in [a_{mz0}^\alpha - \Delta a_{mz}^\alpha, \ a_{mz0}^\alpha + \Delta a_{mz}^\alpha] \\
a_{y}^\alpha &\in [a_{y}^\alpha - \Delta a_{y}^\alpha, \ a_{y}^\alpha + \Delta a_{y}^\alpha] \\
a_{mz}^{\omega z} &\in [a_{mz}^{\omega z} - \Delta a_{mz}^{\omega z}, \ a_{mz}^{\omega z} + \Delta a_{mz}^{\omega z}] \\
a_{mz}^\delta &\in [a_{mz0}^\delta - \Delta a_{mz}^\delta, \ a_{mz0}^\delta + \Delta a_{mz}^\delta]
\end{align*}
$$
with
\[ \Delta a_{mz}^\alpha = 0.3 a_{mz0}^\alpha, \quad \Delta a_y^\alpha = 0.3 a_{y0}^\alpha, \]
\[ \Delta a_{mz}^{\omega z} = 0.3 a_{mz0}^{\omega z}, \quad \Delta a_{mz}^{\delta} = 0.5 a_{mz0}^{\delta}. \]
i.e. 30% variation is assumed on coefficients of the state matrix and 50% variation is assumed on the input gain. The nominal numerical values are the following [14]:
\[ a_{mz0}^\alpha = 4.2, \quad a_{y0}^\alpha = -0.77 \]
\[ a_{mz0}^{\omega z} = 1.5, \quad a_{mz0}^{\delta} = -7.4. \]

Algorithms 1 and 2 are applied to the problem for various values of the tuning parameters. First the influence of the \( \mu \) parameter is studied assuming a given choice of initially prescribed closed-loop poles. This choice is taken to be
\[ \lambda = ( -5 \quad -5 \quad -5 ) . \]

Several values of \( \mu \) are tested and for all of these, matrices \( F \) (from Algorithm 1) and the maximal residual
\[ \| R \| = \max_{\Delta v} \| A^T(\delta)P + PA(\delta) - PB(\delta)R^{-1}B^T(\delta)P + (1 + \mu)Q \| \]
of the Riccati equations are given in Table 1. One can notice that the results for \( \mu > 1 \) are all close to each other and lead to the minimal Riccati residual. This residual is not zero, as expected, yet as seen in the next table the \( F \) matrices do stabilize in all cases.

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>( F )</th>
<th>( | R | )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>[ -0.9456 \quad -0.0348 ]</td>
<td>351.102</td>
</tr>
<tr>
<td>0.1</td>
<td>[ -2.4306 \quad -0.3099 ]</td>
<td>348.563</td>
</tr>
<tr>
<td>1</td>
<td>[ -4.9398 \quad -0.9672 ]</td>
<td>337.377</td>
</tr>
<tr>
<td>10</td>
<td>[ -4.9504 \quad -0.9701 ]</td>
<td>336.607</td>
</tr>
<tr>
<td>100</td>
<td>[ -4.9340 \quad -0.9668 ]</td>
<td>336.607</td>
</tr>
</tbody>
</table>

Table 1: \( F \) and \( \| R \| \) versus \( \mu \)

For each of the obtained \( F \) matrices, Algorithm 2 is run and prove in all cases the closed-loop robust stability. The obtained \( G \) matrices are given along with the obtained maximal value of \( D(\delta) \) over all uncertainties, see Table 2. Note that for the small values of \( \mu \) the obtained \( G \) matrices are not satisfactory since the feed-through \( D(\delta) \) term is dominant compared to the \( G \) gain. It is more as if passivity of the trivial feed-though gain is not too much disturbed by the system itself. Such cases are not much useful for passivity based adaptive control and should not be considered.

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>( G )</th>
<th>( \max(D(\delta)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>[ 3.8849 \quad -7.3751 ]</td>
<td>12.6840</td>
</tr>
<tr>
<td>0.1</td>
<td>[ 0.8301 \quad -6.4615 ]</td>
<td>1.9299</td>
</tr>
<tr>
<td>1</td>
<td>[ -0.5016 \quad -5.9447 ]</td>
<td>0.6656</td>
</tr>
<tr>
<td>10</td>
<td>[ -0.5037 \quad -5.9437 ]</td>
<td>0.6638</td>
</tr>
<tr>
<td>100</td>
<td>[ -0.5032 \quad -5.9450 ]</td>
<td>0.6659</td>
</tr>
</tbody>
</table>

Table 2: \( G \) and \( D(\delta) \) versus \( \mu \)
As a second series of test, the influence of $\lambda$ is studied. The parameter $\mu = 1$ is kept constant and the same experiments are done. Results of Algorithms 1 and 2 are given in tables 3 and 4 respectively.

\[
\begin{array}{cccc}
\lambda & F & \|R\| \\
\begin{pmatrix} -1 & -1 & -1 \end{pmatrix} & \text{infeasible} & \\
\begin{pmatrix} -2 & -2 & -2 \end{pmatrix} & \begin{bmatrix} -0.3637 & -0.2549 \\ -1.3951 & -0.4908 \\ -4.9398 & -0.9672 \end{bmatrix} & 1.95031 \\
\begin{pmatrix} -3 & -3 & -3 \end{pmatrix} & \begin{bmatrix} -12.8876 & -1.5149 \end{bmatrix} & 6072.42 \\
\end{array}
\]

Table 3: $F$ and $\|R\|$ versus $\mu$

For the first tested value of $\lambda$ the $F$ design LMIs are found infeasible. Moreover some more tests show that for that $\lambda = \begin{pmatrix} -1 & -1 & -1 \end{pmatrix}$ the $F$ design LMIs are never valid. It indicates some sensitivity of the Algorithm to the choice of matrices $Q$ and $R$. The Riccati residual indicates as well that the found feedback gain may have characteristics quite different from those expected when choosing $Q$. Indeed, plots of closed loop poles of Figure 1 show both a tendency of the poles to follow the prescribed $\lambda$, but as this objective become harder to attained with static output-feedback gain, the gap between prescribed and actual closed-loop poles grows.

\[
\begin{array}{cccc}
\lambda & G & \text{max}(D(\delta)) \\
\begin{pmatrix} -2 & -2 & -2 \end{pmatrix} & \begin{bmatrix} -3.6800 & -7.3767 \\ -2.0230 & -6.2924 \\ -0.5016 & -5.9447 \end{bmatrix} & 2.6597 \\
\begin{pmatrix} -3 & -3 & -3 \end{pmatrix} & \begin{bmatrix} 0.9373 & -5.8400 \end{bmatrix} & 0.4322 \\
\end{array}
\]

Table 4: $G$ and $D(\delta)$ versus $\mu$

To illustrate the robustness, step responses of the system are plotted in Figure 2. The plotted output is the signal $z = Gy + D(\delta)w$ with respect to which the system is passive.

All programming is done in Matlab©environment. LMIs are coded with YALMIP parser [16] and using SeDuMi solver [20]. The computation are done on a Linux PC computer with i686 processor and 2GB memory. Each LMI optimization problem is solved in less than half a second.

6 Conclusions

The issue of the design of the passive output vector needed for simple adaptive control has been studied and a heuristic for it has been proposed. This heuristic needs to be validated on realistic examples and this is the goal of ongoing tests. The preliminary tests on the library of control problems of [15] give encouraging results that need to be analyzed in details. The contribution paves as well the way for application of simple adaptive control for many new systems for which the passive output vector could not be easily exhibited. It may be of major importance for systems with rapidly varying parameters such as agile aeronautical systems.
Figure 1: Pole locations for the four control gains of Table 3. Poles for the 16 extremal values of the uncertainty set are denoted by a ‘+’ sign, those for the nominal model are denoted by a ‘*’.
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Figure 2: Step responses of closed-loop (extremal and nominal values of uncertainties) in case $\mu = 1$ and $\lambda = (-5 \ -5 \ -5)$.


