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Abstract

Passivity is a widely used concept in Control Theory having lead to many significant results. Here we concentrate on one characteristic of passivity, namely passification-based adaptive control. This concept applies to MIMO systems for which exists a combination of outputs that renders the open-loop system hyper-minimum-phase. Under such assumptions, the system may be passified by both high-gain static output-feedback and by a particular adaptive control algorithm. This last control law is modified here to guarantee its coefficients to be bounded. The contribution of the paper is to investigate its robustness with respect to parametric uncertainty. Time response characteristics are illustrated on examples including realistic situations with noisy output and saturated input. Theoretical results are formulated as Linear Matrix Inequalities and can hence be readily solved with Semi-Definite Programming solvers.
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1 INTRODUCTION

One of a variety of adaptive control approaches is the so-called passification based adaptive control (PBAC) [4, 5, 13, 1, 8] providing efficient design procedures and simple controller structures. Passification (sometimes called passivation) is understood as finding a state or output feedback rendering the closed loop system passive. Among
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applications areas of passification based adaptive control are process control [2], flight control [3, 7], irrigation systems [15]. Although robust properties with respect to parametric uncertainties of PBAC were demonstrated in different problems by means of simulation, no rigorous results were obtained by now. The aim of this paper is to give constructive methods for robust PBAC and to show that a modification of the PBAC allows to constrain the convergence of time-varying controller coefficients. This last feature being particularly efficient when considering perturbed outputs.

In the next section we first give some preliminaries and recall the $G$-passivity concept that extends passivity to non-square systems. The third section is then devoted to the proposed Bounded Passification-Based Adaptive Controller (BPBAC) and robustness with respect to parametric uncertainty is proved under parameter-dependent static output-feedback $G$-passivity conditions. At this stage the BPBAC needs to be applied to go along with a methodology for finding appropriate matrices $G$ and a procedure for proving the existence of parameter-dependent controllers. These two problems are solved in sections 4 and 5 respectively. Section 6 is then devoted to simulations of the BPBAC and the section 7 concludes the paper.

2 Preliminaries

Notations: $\mathbb{R}^{m \times n}$ and $\mathbb{C}^{m \times n}$ are the sets of $m$-by-$n$ real and complex matrices respectively. $A^T$ is the transpose of the matrix $A$ and $A^*$ is its transpose conjugate. $A^\perp$ is a full rank matrix whose columns span the null-space of $A$. 1 and 0 are respectively the identity and the zero matrices of appropriate dimensions. For Hermitian matrices, $A > (\geq) B$ if and only if $A - B$ is positive (semi) definite. Define $\phi_h(k) : \mathbb{C} \rightarrow \mathbb{C}$ the dead-zone function parametrized by $h > 0$, such that:

$$
\phi_h(k) = \begin{cases} 
0 & (|k| \leq h) \\
(1 - \frac{h}{|k|})k & (|k| \geq h)
\end{cases}
$$

and if $k$ is a vector or a matrix, $\phi_h$ applies elements-wise. Before stating the main problem of the paper, a technical lemma is given for this dead-zone operator.

Lemma 1 Let $f \in \mathbb{C}$ such that $|f| \leq h$, then for all $k \in \mathbb{C}$ the inequality $(k - f)^* \phi_h(k) \geq 0$ holds.

Proof : If $|k| \leq h$ then $\phi(k) = 0$, the inequality is trivial. If $|k| \geq h$ then $(k - f)^* \phi(k)$ is the scalar product of two vectors in the complex plane as shown on the figure below.
Consider a non-linear uncertain system
\[ \Sigma(\Delta) : \begin{cases} \dot{x} = f(x, \Delta) + g(x)u \\ y = h(x) \end{cases} \]
where \( x = x(t) \in \mathbb{C}^n \), \( u = u(t) \in \mathbb{C}^m \), \( y = y(t) \in \mathbb{C}^l \) are state, input and output vectors respectively, \( \Delta \) is an uncertain constant matrix known to belong to a set \( \Delta \) and \( f, g \) and \( h \) are smooth functions.

Let \( G \) be a prespecified \( m \times l \)-matrix. Extending the definitions of [6] to uncertain systems, the system (1) is called robustly strictly \( G \)-passive if for any \( \Delta \in \Delta \) there exists a nonnegative scalar function \( V(x, \Delta) \) (storage function) and a scalar function \( \rho(x, \Delta) > 0 \) such that

\[
V(x(t), \Delta) \leq V(x(0), \Delta) + \int_0^t [u(\theta)^* G y(\theta) - \rho(x(\theta), \Delta)] d\theta
\]
holds for all solutions of the system (1).

Obviously, if \( l = m \) and \( G = 1 \) is identity matrix, then \( G \)-passivity coincides with conventional passivity property. Moreover, for a given \( G \), the modified system \( G \Sigma \) where the output \( y(t) \) is replaced by \( G y(t) \) is strictly passive if and only if the original system \( \Sigma \) is strictly \( G \)-passive. But \( G \)-passification of \( \Sigma \) (i.e. finding \( K \) such that the closed-loop with \( u = K y + v \) is passive) is not equivalent to passification of \( G \Sigma \). In case of static feedback \( u = Ky + v \), these two problems coincide only under the assumption of finding a square matrix \( F \) such that \( K = FG \). This "squaring down" procedure changes the number of unknowns which may be important to preserve, e.g. for adaptive control, where reducing the number of adjustable parameters may decrease transient performance of adaptive systems, see [1]. To summarize, \( G \)-passification of \( \Sigma \) is not equivalent to passification of \( G \Sigma \), thus justifying the terminology.

### 3 Bounded Passification-Based Adaptive Control

The paper focuses on the control of uncertain LTI systems
\[ \begin{cases} \dot{x} = A(\Delta)x + Bu \\ y = Cx \end{cases} \]
where \( B \) and \( C \) are assumed to be full rank and where \( \Delta \) is a constant unknown parameter that belongs to a given set \( \Delta \).

The central result to be studied in the paper is now formulated.

**Theorem 1** Assume \( G \in \mathbb{C}^{m \times l} \) be a given matrix, the following (i) condition implies (ii):

(i) There exists a parameter-dependent \( m \times l \) matrix \( F(\Delta) \) with all elements bounded by \( h \) in modulus (i.e. \( \phi_h(F(\Delta)) = 0 \)) such that system (3) with the output feedback

\[ u(t) = F(\Delta)y(t) + v(t) \]

holds for all solutions of the system (1).
is robustly strictly $G$-passive.

(ii) For any $l$-uplet of Hermitian positive definite matrices $\Gamma_i \in \mathbb{C}^{m \times m}$, the choice

\[
\begin{align*}
u(t) &= K(t)y(t) \\
\dot{K}_i(t) &= -y^*_i(t)\Gamma_i Gy(t) - \Gamma_i \phi_h(K_i(t))
\end{align*}
\]

where $K_i$ are the $l$ columns of $K$ and $y_i$ the $l$ scalar elements of $y$, is a time-varying output-feedback that renders system (3) robustly strictly $G$-passive.

**Proof:** Assume $F(\Delta)$ robustly strictly $G$-passifies the system. According to [6], this is equivalent for all values of $\Delta \in \Delta$ to the existence of a quadratic storage function $V(x, \Delta) = x^*H(\Delta)x$ and a positive scalar $\rho(\Delta) > 0$ fulfilling the matrix inequalities

\[
\begin{align*}
H(\Delta) = H^*(\Delta) &> 0 : H(\Delta)B = C^*G^* \\
H(\Delta)A(\Delta, F) + A^*(\Delta, F)H(\Delta) &< -2\rho(\Delta)I
\end{align*}
\]

where $A(\Delta, F) = A(\Delta) + BF(\Delta)C$ is the closed-loop dynamics matrix. Let any $l$-uplet of $m \times m$ Hermitian positive definite matrices $\Gamma_i > 0$ and let the output-feedback law (5). Consider the following storage function

\[
\begin{align*}
V(x, K, \Delta) &= \frac{1}{2}x^*H(\Delta)x + \sum_{i=1}^l (K_i - F_i(\Delta))^*\Gamma_i^{-1}(K_i - F_i(\Delta))
\end{align*}
\]

where $F_i(\Delta)$ are the columns of $F(\Delta)$. Along the trajectories of (3) with the control law (5) the derivatives of $V(x, K, \Delta)$ write

\[
\dot{V}(x, K, \Delta) = x^*H(\Delta)(A(\Delta)x + BK_y + By) + \sum_{i=1}^l (K_i - F_i(\Delta))^*\Gamma_i^{-1}\dot{K}_i.
\]

Add and subtract $x^*H(\Delta)BF(\Delta)y$ in the equation to get

\[
\dot{V}(x, K, \Delta) = x^*H(\Delta)(A(\Delta)x + BF(\Delta)y + By) + y^*(K - F(\Delta))^*B^*H(\Delta)x + \sum_{i=1}^l (K_i - F_i(\Delta))^*\Gamma_i^{-1}\dot{K}_i.
\]

Develop the following product

\[
y^*(K - F(\Delta))^* = \sum_{i=1}^l (K_i - F_i(\Delta))^*y_i^* ,
\]

recall that (6) implies $B^*H(\Delta)x = GCx = Gy$ and take into account the dynamics of $K_i(t)$ to get

\[
\dot{V}(x, K, \Delta) \leq -\rho(\Delta)||x||^2 + v^*Gy - \sum_{i=1}^l (K_i - F_i(\Delta))^*\phi_h(K_i).
\]

Moreover denoting $k_{ij}$ and $f_{ij}$ the scalar components of $K$ and $F(\Delta)$ respectively, the last term of (8) writes as

\[
\sum_{i=1}^{l,m} (k_{ij} - f_{ij})^*\phi_h(k_{ij}).
\]
Due to Lemma 1 all these elements are positive and hence one gets

\[ \dot{V}(x, K, \Delta) \leq -\rho(\Delta)\|x\|^2 + v^* G y \]

For a zero input \(v = 0\), the derivative of \(V(x, K, \Delta)\) is definite negative for all trajectories and this holds for any \(\Delta \in \Delta\). The closed-loop is robustly globally asymptotically stable. Taking the integral over time of the derivative of the storage function, one gets

\[ V(x(t), K(t), \Delta) \leq V(x(0), K(0), \Delta) + \int_0^t \left[ v(\theta)^* G y(\theta) - \rho(\Delta)\|x(\theta)\|^2 \right] d\theta \]

Which is (2) for the closed-loop.

\[\blacksquare\]

**Remarks:**

The time-varying control (5) is called the Bounded Passification-Based Adaptive Controller (BPBAC). The values of the gain \(K(t)\) are automatically tuned given the measures \(y(t)\), it adapts whatever the values of the uncertain parameters \(\Delta\) and thanks to the dead-zone, the controller gains are constrained to converge in a bounded set.

The result formulated in Theorem 1 makes BPBAC attractive for robust output-feedback but it needs

- A methodology for finding a \(G\) matrix such that the system may be \(G\)-passified via static-output feedback;
- A result for assessing the existence of a parameter-dependent static output-feedback law with bounded coefficients such that (i) holds for a given set of uncertainties \(\Delta\);
- A demonstration that the non-linear algorithm properties are not destroyed by perturbations on the system and in particular to noise on the measurements.

These aspects are treated in the following sections.

## 4 BMI design of \(G\) matrices

In this section we aim at designing \(G\) matrices such that the system may be robustly \(G\)-passified via static output-feedback. It appears that this problem is the major difficulty of the overall problem we consider. In particular, it may not be approximated by a convex optimization under LMI constraints. Hence, for more simplicity we shall consider the \(G\)-design problem without robustness issues at first. The next section will give robustness analysis conditions for a given \(G\).

Let the nominal system obtained for zero uncertainty:

\[
\begin{align*}
\dot{x} &= A(0)x + Bu = Ax + Bu \\
y &= Cx
\end{align*}
\]

In [6, Corollary 3] is proved that if there exists a static output-feedback gain that \(G\)-passifies the system then the choice \(K = -kG\), for a sufficiently large value of \(k\),
is also a $G$-passifying gain. This result is quite common in passivity context and is known as high-gain control. For our purpose, it allows to simplify the search of $G$. Indeed $G$-passifiability conditions (6) write for $K = -kG$:

$$H = H^* > 0 : \quad HB = C^*G^*, \quad HA + A^*H < 2kC^*G^*GC$$

(10)

This problem is non-convex and if $k$ is chosen very large a priori it writes as Bilinear Matrix Inequalities (BMIs). It may therefore be solved using the PenBMI solver [9, 10]. Of course, since the problem is not convex there is no guarantee to finding $G$ even when it exists. However, as tested on several examples, PenBMI does succeed efficiently.

The design procedure we have adopted for $G$ is

- Choose a large value of $k$;
- Choose an upper bound on $H$ (we took $\bar{h} = 1$) for scaling the solutions;
- Declare in YALMIP the following BMI problem where $H$, $G$ and $t$ are the variables

$$\bar{h}1 > H > 0 , \quad HB = C^*G^* , \quad t > -1$$

$$HA + A^*H - kC^*G^*GC < t1$$

(11)

- Minimize $t$ using PenBMI, if it returns $t < 0$, the procedure succeeded.

This design procedure is applied to the following numerical example that is used all along the paper.

**Example:** Consider the linearized fourth-order model of lateral dynamics for an autonomous aircraft including model of actuator dynamics, presented in [7]. The nominal model is defined for a medium value of the flight altitude $h = 5$km. The measured plant output $y(t)$ is a vector of the yaw angle $\psi(t)$, yaw angular rate $r(t)$ and the rudder deflection angle $\delta_r(t)$: $y(t) = [\psi, r, \delta_r]^*$. The control input of the plant is the rudder servo command signal, i.e. $n = 4$, $m = 1$, $l = 3$.

Parameters of the state-space model (3) in this case are as follows:

$$A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 12 & -0.6 & 5.0 \\ 0 & 0 & 0 & -20 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 20 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 2 & 0 & 0 \\ 0 & 1 & 2 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$

We have tested the numerical procedure with two choices of $k$:

$$k_1 = 10^3, \quad k_2 = 10^5$$

to get the following two admissible values of $G$

$$G_{1PenBMI} = 10^{-2} \begin{bmatrix} 4.5404 & 2.8436 & 1.7107 \end{bmatrix}$$

$$G_{2PenBMI} = 10^{-3} \begin{bmatrix} 8.4000 & 5.4505 & 3.0961 \end{bmatrix}$$

and a simple analysis step shows that the scaled and rounded values

$$G_1 = [4 \ 3 \ 2], \quad G_2 = [8 \ 5 \ 3]$$

are admissible as well. These are used next.
5 Finding admissible uncertainty sets

At this stage to apply the results of Theorem 1 it is needed to characterize uncertainty sets such that condition (i) holds. To do so let us detail the adopted uncertain modeling: $A(\Delta)$ is assumed rational with respect to $\Delta$

$$A(\Delta) = A + B_\Delta (1 - D_\Delta)^{-1} C_\Delta$$

where $\Delta$ is a constant norm-bounded unstructured uncertainty that belongs to the set

$$\Delta = \{ \Delta \in C^{m \times l} : \Delta^* \Delta \leq \rho^2 \}.$$  \hfill (12)

The uncertainty model is said to be a Linear Fractional Transform (LFT), build as the feedback connection of the uncertain matrix ($w_\Delta = \Delta z_\Delta$) with the linear system

$$\begin{cases} 
\dot{x} = Ax + B_\Delta w_\Delta + Bu \\
\Delta z = C_\Delta x + D_\Delta w_\Delta \\
y = Cx 
\end{cases}$$

The LFT is assumed to be well-posed, that is $(1 - D_\Delta)$ is non-singular for all admissible uncertainties $\Delta \in \Delta$ and $A(\Delta)$ is in a bounded set.

For such uncertain systems, based on results on hyper minimum-phaseness and passivity [5, 6], an LMI test for robust $G$-passifiability was recently published in [12]. Slightly modified to take into account uncertain sets with $\rho \neq 1$ it writes as follows.

**Theorem 2** [12] If there exists a solution $H \in C^{n \times n}$, $F \in C^{m \times l}$ to the LMI constraints

$$H > 0, \quad HB = C^* G^*$$

$$\begin{bmatrix}
HA + A^* H + C^* (G^* F + F^* G) C \\
B^*_\Delta H \\
-1
\end{bmatrix}
\begin{bmatrix}
C_\Delta \\
D_\Delta
\end{bmatrix} < 0$$

\hfill (13)

then the uncertain system is robustly strictly $G$-passified via static output-feedback $u(t) = F y(t) + v(t)$ for all uncertainties $\Delta \in \Delta_r$.

Adding to the LMIs (13) the convex constraint that the modulus of all elements of $F$ must be bounded by $h$, gives a convex semi-definite programing problem for finding $F$ such that (i) in Theorem 1. Moreover, as $\rho^2$ enters linearly in the LMI it may be maximized in order to optimize the size of the admissible uncertainty set.

Note that this result gives a static output-feedback that does not depend on the uncertain parameters. It therefore fulfills more restrictive conditions than those expected for (i). But, an important point is that the actual set of admissible uncertainties that satisfies the condition may not be of the norm-bounded type. Moreover, Theorem 2 being possibly conservative the largest admissible norm-bounded set may not be obtained. Nevertheless, the actual set of admissible uncertainties can eventually be approximated via unions of norm-bounded set. If for each set a static output-feedback gain such that (i) can be proved to exist, the result being the existence of a parameter-dependent static
output-feedback of the type (4) for the union of sets. This feature is now illustrated on
the numerical example.

Example: Assume the model is affected by uncertainties $\Delta$ on the flight altitude.
The nominal model matrix $A$ corresponds to the flight altitude of 5km, therefore we
look for admissible uncertainties such that $\Delta > -5$. The parameters of the uncertain
modeling are as follows:

$$
B_\Delta = \begin{bmatrix} 0 & 0.2 & 0 \end{bmatrix}^T, \quad D_\Delta = 0
$$

$$
C_\Delta = \begin{bmatrix} 0 & -7.5 & 0.7 & -4.5 \end{bmatrix}
$$

(14)

Note that for this data some coefficients of the matrix $A(\Delta)$ vary in an order of magni-
tude when $\Delta$ varies from $-5$ to 5km.

Apply the LMIs of Theorem 2 to this example with the constraint that the controller
parameters should all be bounded by $h = 10$. In order to approximate the set of
admissible uncertainties by norm-bounded sets the maximization of $\rho$ is performed
with different values of the nominal model. To do so, Theorem 2 is applied with $A$
replaced by $A(\Delta_0)$ where $\Delta_0$ is the altitude around which the norm-bounded set is
searched.

Two series of experiments are performed, one for each matrix $G_1$ and $G_2$ computed
in the previous section. The results are given in Tables 1 and 2. Obtained admissible
uncertainty sets $\Delta \subset \mathbb{C}$ are plotted in Figures 1 and 2.

<table>
<thead>
<tr>
<th>$\Delta_0$</th>
<th>$\rho$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5</td>
<td>1.3752</td>
<td>$-9.1563$ $-6.9588$ $-10$</td>
</tr>
<tr>
<td>-3</td>
<td>1.3945</td>
<td>$-9.2994$ $-8.3421$ $-10$</td>
</tr>
<tr>
<td>-1</td>
<td>1.4135</td>
<td>$-9.6870$ $-9.6170$ $-10$</td>
</tr>
<tr>
<td>1</td>
<td>1.2914</td>
<td>$[ -10 \quad -10 \quad -8.0591 ]$</td>
</tr>
<tr>
<td>3</td>
<td>0.9202</td>
<td>$[ -10 \quad -10 \quad -3.6329 ]$</td>
</tr>
<tr>
<td>4</td>
<td>0.2950</td>
<td>$[ -5.9472 \quad -6.5527 \quad 0.2024 ]$</td>
</tr>
<tr>
<td>4.2</td>
<td>0.0976</td>
<td>$[ -1.8782 \quad -2.2142 \quad 0.7375 ]$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta_0$</th>
<th>$\rho$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5</td>
<td>1.6702</td>
<td>$-9.4123$ $-6.6019$ $-10$</td>
</tr>
<tr>
<td>-2</td>
<td>1.7097</td>
<td>$-9.7243$ $-9.1112$ $-10$</td>
</tr>
<tr>
<td>1</td>
<td>1.5601</td>
<td>$[ -10 \quad -10 \quad -7.8995 ]$</td>
</tr>
<tr>
<td>3</td>
<td>1.1596</td>
<td>$[ -10 \quad -10 \quad -3.9229 ]$</td>
</tr>
<tr>
<td>4</td>
<td>0.6095</td>
<td>$[ -10 \quad -9.6843 \quad -0.4888 ]$</td>
</tr>
<tr>
<td>4.6</td>
<td>0.0213</td>
<td>$[ -0.5449 \quad -0.6375 \quad 0.8501 ]$</td>
</tr>
</tbody>
</table>

From these experiments is obtained that there exists a bounded parameter depend-
ent static output-feedback such that the system is robustly $G_1$-passifiable for all
real valued uncertainties in $[-5 \ 4.2976]$ and $G_2$-passifiable for all uncertainties in
Figure 1: Unions of admissible uncertain sets for $G_1$

Figure 2: Unions of admissible uncertain sets for $G_2$ 

$[-5 \ 4.6213]$. For these sets of uncertainties the BPBAC (5) asymptotically stabilizes the system and renders it $G$-passive.

6 Simulations of the BPBAC

Tests are performed for $G_2$ that gives the largest admissible set of flight altitudes. The BPBAC is tested taking all $\Gamma_i = 1$ and initial conditions

$$x(0) = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix}^T, \ K(0) = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}. $$

First experiments are made for $\Delta = 0$ and $\Delta = 4.6$ and time histories of both the output $y(t)$ and the control gain $k(t)$ are plotted on Figures 3 and 4. As expected the stabilization of the system becomes more critical as the uncertainty grows. Other simulations for $\Delta = 4.62$ show that convergence to zero takes about 1000 seconds.

Second experiments are performed for a more realistic situation with noise on the measurements ($y(t) = Cx(t) + n(t)$) and saturation on the inputs ($u(t)$ is saturated between -20 and +20). The time responses for $\Delta = 3$ are plotted on Figure 5. Notice that after 10 seconds the controller parameters have converged to a stabilizing static output feedback

$$K(10) = \begin{bmatrix} -10.0511 & -7.1310 & -2.8870 \end{bmatrix}. $$
such that the eigenvalues of \(A(\Delta = 3) + BK(10)C\) are all negative:

\[-68.3711, -8.5017, -0.5235 \pm 0.7221i\].

Notice in Figure 5 that one of the coefficients converges close to the limit value \(h = 10\). This is due to the dead-zone operator introduced in the BPBAC. Without this element (that is taking \(h = \infty\)), the controller gains would diverge under the influence of the perturbations \(n(t)\).

All numerical calculations are performed in the MATLAB environment. YALMIP [11] is used to enter LMIs and BMIs. Semi-definite programming problems are solved with SeDuMi [14] and BMI problems are solved with PenBMI [9, 10].
7 Conclusions

Based on passification framework a new adaptive controller is proposed. It is proved to have both parametric robustness and convergence to bounded values properties. Conditions on uncertain parameters for robustness to hold are formulated in terms of the existence of a parameter-dependent static controller. A by-product of our results is to build explicitly such controller using LMI tools. Compared to such controller that needs to measure the uncertain parameters for being implemented, the BPAC adapts automatically whatever the uncertainties.

Although robustness with respect to external perturbations such as measurement noise is illustrated on examples, a prospective work will be devoted to proving this property theoretically.
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