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Abstract— This paper presents a 3D object segmentation
algorithm based on dense 3D map provided by a stereoscopic
vision system. The novelty of this paper is to use Interval
Analysis for deciding to which region a 3D point should
be merged with. This algorithm is used to implement an
exploration behaviour on the HRP-2 humanoid robot.

Index Terms— 3D reconstruction, Interval Analysis, hu-
manoid

I. I NTRODUCTION

This paper presents a straightforward application of
Interval Analysis applied to computer vision. The main
idea presented in [1] is to reformulate the projective camera
model by modeling the pixel noise as an interval. Using this
reformulation to solve the 3D reconstruction problem [2],
the result is a bounding box in which lies with certainty
the reconstructed point. The main theoretical developments
have already been presented in [1] and then will only be
recalled briefly in section V.

The application of this result presented in this paper is to
aggregate 3D points of dense range maps in the Euclidean
space. This provides potential targets for exploration to a
mobile robot, or obstacles to avoid. Here we will stress the
application for object exploration and propose an imple-
mentation on a humanoid robot.

The remainder of this paper is as follows: in section II
the motivations of this work is presented, in section III the
algorithm to compute the dense map is quickly presented.
Section IV presents some remainder on 3D reconstruc-
tion. Section V briefly introduces the 3D reconstruction
reformulation in Interval Analysis. Section VI explains the
algorithm used for 3D growing region. Section VII presents
the experiments realized with the HRP-2 humanoid robot.

II. M OTIVATIONS

In order to increase the autonomy of a robot, it is
necessary to develop some behaviour where the robot is
able to detect an unknown object from the environment,
and move towards to examine it. This is especially useful
when the robot as to deal with objects for which he has
not been programmed for, or in case of exploration. The
main difficulty related to such behaviour is the assumptions
needed to extract anobject in the broad sense from the

visual stream. The assumptions are usually build upon
appearanceor/andgeometry.

A. Biologically inspired approach

Past works has been inspired by studies on biological
vision systems, more precisely using thevisual attention
paradigm introduced originally by Treisman [3]. Also sev-
eral works on robotics on this particular concept already
exists [4][5][6], in this formalism we are more interested
in the sensitivity to salient point in the environment called
the bottom-upprocess, see [7] for a recent review. Using
a psychological model, Driscoll and al. [4] described the
implementation of a system which can pop out salient ob-
jects. In this model, the saliency of a pixel is determined by
its difference to its immediate neighbours on each feature
extracted from the image. The point the most salient on a
local area across all the features is elected, and the process
is reiterate on a wider region of the image until one point is
finally elected. In this case the geometry taken into account
is related to the image topology, and the appearance is
defined by the choice of the features. We proposed a
real-time parallel implementation of this algorithm for a
humanoid robot [5]. In this case the geometry is also driven
by the image but a log-polar sampling is used to decrease
the complexity, while the appearance is provided by optical
flow, and Gaussian filters up to the second derivatives.
In this particular case, the log-polar sub-sampling makes
difficult to have precise localisation of the object in the 3D
space, and makes the subsequent algorithms too complex
to handle. More recently, Minato and Asada [6] proposed
to use a probabilistic approach for learning the appropriate
parameters for a given set of filters. The filters themselves
namely a 3× 3 spatial filter and a colour filter are build
upon a training period. In this context we would like to
have the robot building itself the object’s model.

B. Computer Vision approach

In computer vision, the salient points of an unknown
object’s are provided by the Harris detector [8]. It is widely
used because of its robustness in detecting even across
several camera viewpoints. Thus it is very often use to
reconstruct 3D scene or objects [8] which then give the
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DEPTH MAP OF THEM ILO VENUS (A-B) USING INTERVAL ANALYSIS. THE UNCERTAINTY IS REPRESENTED USING BOXES. A SCENE VIEW

RECONSTRUCTED WITH TWO IMAGES.

geometric description of the object. However because it
will provides several candidates around a region with a
corner, an election mechanism is needed. For all this rea-
son, the information provided by this descriptor is generally
sparse, and needs several images before providing reliable
information. This means other views, and for a robotic
application, this will involve motion. Here, this is the visual
information which should provide the first information for

generating a possible motion. The same argument applies
to recent descriptors proposed by Lazebnik [9]. Those
descriptors are very good candidates for registration of
several dense range maps and create a 3D representation
of the object such as proposed in [10], butafter the pre-
attentive stage.



C. Pre-attentive behaviour

Considering a humanoid robot evolving in a 3D environ-
ment such HRP-2 [11], it is mandatory to have a precise
3D location of the candidate. For this reason in this paper,
we present a pre-attentive behaviour based on 3D region
growing apply to dense 3D map. The naive implementation
of 3D region growing requires usually a distance and a
threshold to decide or not if the point will be merged
to a region. The usual drawback is the difficulty to find
a threshold adequate to the object, to the environment,
and to the condition of illumination. Lin and al. in [12]
proposes to use intensity pixel as a distance and anisotropic
and adaptive filtering to automatically find the threshold.
The anisotropic filtering is modified to ensure convergence,
and adapted to local property of the image. In this paper,
as the dense map is given in the 3D space reconstructed
from stereoscopic view, we use the Euclidean distance.
The threshold problem is tackled by using the concept of
uncertain point introduced by Telle and al. in [1]. In this
work a 3D point is given by its center and a bounding box
in which the point is certain to lie. Thus the aggregation is
done simply by checking if two bounding boxes intersect. If
this is the case the two points are merged. The main interest
of this approach is the origin of the fusion. It takes roots
into the geometry of the stereoscopic system, and for the
3D segmentation does not requires any manual adjustment.

III. D ENSE RANGE MAP

In the remainder of this paper, the cameras are consider
through theirprojectivemodel obtained after a calibration
process. As proposed in [2], a camera’s projective matrix
namedP is defined by:

P = K [R|−RC] (1)

with K the 3×3 intrinsic parameters matrix,R the 3×3
orientation matrix of the camera,C the 3× 1 centre
position of the camera.

The dense map is constructed through the following
pipe-line:

lens distortion rectification

→ image coordinates rectification

→ iso-luminance filtering

→ stereo matching

The lens distortion rectification is performed by a second
order polynomial following the method described in [13].
The image coordinates rectification is done using the pro-
jective matrix. This allows comparing two pixels in the
same coordinates system. Indeed pixels along the same
epipolar line have the same value along they-axis. The
iso-luminance filtering is performed by sub-sampling the
range of intensity value, and testing the immediate neigh-
bourhood of a pixel. The stereo matching is performed by
computing the absolute difference between two areas in
the left and right images along the epipolar line. The best
match between points in the left image and points in the
right image is the one with the smallest difference. The
result is used as the entry to 3D reconstruction process.

IV. 3D RECONSTRUCTION

In order to help understanding the following section,
we recall briefly how a 3D point can be reconstructed
up to an arbitrary scale, once a matching between two
points is realized. Considering a 3D pointQ notedQhin
homogeneous coordinates, andQnh in non-homogeneous
coordinates. Its projectionql and qr on respectively the
left and right image are given by [2]:

ql = Pl Q,qr = PrQ (2)

Those two equations gives the following over-determined
linear system:

AQh = 0, (3)

with

A =
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for which we have a total of four equations in four
homogeneous equation. As the solution of this system is
up to a scale, it is an over-determined system. Classically
this system is solved by settingQh = (X,Y,Z,1), and
using the least-square method to solve this inhomogeneous
equations.

In the following section we reintroduce briefly a new
formulation of this problem allowing to find the 3D space
in which the pointQ lies with certainty.
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CANDIDATES FOR MERGING: THE POINT [X] IS IN THE BOUNDING

BOX OF THE REGION, THUS IS A CANDIDATE. IN (A), IT CAN NOT BE

MERGED BECAUSE IT DOES NOT INTERSECT ANY OTHER POINTS. IN

(B), IT CAN BE MERGED BECAUSE IT DOES INTERSECT OTHER POINTS.

V. 3D RECONSTRUCTION USINGINTERVAL ANALYSIS

In [1], a new camera model is introduced taken into
account a different geometry of the pixel and its possible
related error. This camera model is given by:

[q] = E

(
PQh

Pt
3Qh

)
+[ε] (5)

WhereE is the round operator which furnishes the nearest
integer of a value. The denominatorPt

3Qh is the nor-
malization of data description in the image, whereP3 is



the third column of the camera modelP. This allows
to fix the scale factor and to define the error vector:
[ε] =

(
[ε1] [ε2] 0

)t
. According to the model, there is

no error on the scale factor, but only an uncertainty on
the position of the geometric point in the image plane.[q]
is the resulting interval vector. Values of[q] describe the
boundaries of the projections of the 3D point in the image
plane. The pixels position are described with intervals
([ql ], [qr ]). From [14] it provides the system (equation
7) based on interval arithmetic rules. First, the matrixP
associated to a camera model is cut such as:

P = (M | V) (6)

WhereM is a(3×3) matrix andV is a(3×1) vector. From
equation 6, and by introducing the operator[∗]× then the
system to solve ( equation 7) may be written in the interval
analysis framework as:

[A]Qnh = [B] (7)

with

[A] =
(

[[ql ]]×M l

[[qr ]]×M r

)
; [B] =

(
[[ql ]]×V l

[[qr ]]×Vr

)
(8)

where [A] is an interval matrix,[B] an interval vector,
and [∗]× the cross product function. This operator gives
the associate anti-symmetrical matrix. For a given interval
vector this operator is such as:([a][b][c])t[a]

[b]
[c]


×

7→

 0 [−c] [b]
[c] 0 [−a]

[−b] [a] 0


The exact set of 3D points{Qs} which is solution of the

uncertain linear system is :

{Qs}=
{

Qnh∈ R3|∃A ∈ [A],∃B ∈ [B],AQnh = B
}

(9)

In the framework of interval analysis, linear system such
as equation 9 can be solved using afixed point contractor
[15]. The use of this tool in computer vision has been
developed in [1]. Applied to the linear system given by
equation 9 it provides a box[Qs] which contains the
solution set{Qs} such as:

[Qs] = [{Qnh|∃A ∈ [A],∃B ∈ [B],AQnh = B}] (10)

Let’s call CGS the Gauss-Siedel contractor andCK the
Krawczyk contractor. Both seek for the minimal[Xs] such
as:

{Qs} ⊂ [Qs] = CGS([A], [B])
{Qs} ⊂ [Qs] = CK([A], [B]) (11)

Applying these operators solve the uncertain linear sys-
tem 8 for a couple of calibrated camera and a set of
matched points. In [1] a comparison is given which led
us to choose the Gauss Siedel contractor as it provides a
good trade-off between accuracy and speed. Figures 1 give
some examples of depth map computation using Interval
Analysis.

Interestingly, this is an inconvenient of Interval Analysis
which insures us that locally connected points will be
merged. Indeed the main problem related to bounding

box representation of space is the wrapping effect. More
precisely the box provided is aligned with the reference
frame and might not give a good approximation of the true
shape of the space where the 3D point might lie. The side
effect is that bounding boxes of nearby points intersect. In
this paper this default is used to merge the points.

Algorithm: 3D region growing using Interval Analysis

Data: D
Result: List of possible objectsO
O = /0;
for i← 1 to |D| do

[x] = D[i]
Merged← false
Exploration← true
j ← 0
while Explorationdo

if j < |O| then
if [x]∩OuterBoundingBox(o) then

Connected→ false
Explorationo→ true
k← 0
while Explorationo do

[y]← o[k]
if [x]∩ [y] then

Merged← true
end
k← k+1

end
if Merged = falsethen

o← o∪ [x]
OuterBoundingBox(o)←
Max(OuterBoundingBox(o), [x])
InnerBoundingBox(o)←
Max(InnerBoundingBox(o),x)
Exploration← false

end
end

else
Exploration← false

end
j ← j +1

end
if Merged = falsethen

Create a new regiono
o← [x]
O←O∪o

end
end

VI. 3D REGION GROWING USING UNCERTAIN POINTS

The algorithm for 3D region growing using uncertain
points takes as an input a dense map namedD, and output
a list of objects. The dense map provided by the vision
system is given according to the image topology. However
due to the iso-luminance filtering some points might be
removed. A point of the map is noted[x]. The algorithm
maintain a list of regions namedO which are coded as
bounding boxes. The point is tested againt each region of



O. Each region has two bounding boxes : one based on the
centre of each point (theInner bounding box), the other
based on the bounding box of each points belonging to the
region (theOuter bounding box). Each point on the range
map is tested across the existing regions, if the bounding
box of a region intersect with the interval of a 3D point
then this point is a potential candidate for merging.

Once a potential region has been found, the candidate
bounding box should intersect at least the bounding box of
another point, like depicted in figure 2-(b). Otherwise, the
candidate is in the case depicted in figure 2-(a), and can
not be merged.

If a point is merged, the outer bounding box of the region
is updated by testing if the limits of the interval provided
by [x] expand its own limits. The inner bouding box is
updated by considering only the center of[x] which we
note x. Finally if the point is left alone it creates a new
box.

As the point are tested following the image topology, the
last points merged are put at the beginning of the region’s
list.

In the pre-attentive behaviour the target is chosen as the
region with the highest number of points. Figure 3-f shows
the result of the segmentation on the scene represented in
figure 3 (a-e). The blue box is the inner bounding box,
while the red box is the outer bounding box.

VII. E XPERIMENT

A. Context

The experiments are realized on a humanoid robot HRP-
2 [11]. In the head of this robot, 4 cameras are embedded.
Three are used for 3D model-based object recognition [16].
They are rigidly fixed to the head, and then might be
precisely calibrated. The fourth one has a wide field of
view for visual feedback during teleoperation. In this paper
only two have been used. Also this robot has two Pentium
PIII 1 GHz CPU boards, only one is used to perform the
computation related to vision. The software structure of this
system relies on CORBA to add incrementally modules,
and CPUs. A specific architecture exists concerning real-
time issues for controlling the robot. This architecture is
described more precisely in [17].

The disparity is computed using a modified version of
the VVV software presented in [16]. This software has
been reorganized to offer a flexible interface for higher
level processes. It is possible to start or stop on-line visual
processes, and change their parameters. Using CORBA, it
is possible to control efficiently the processes, and get the
result in various languages and platform.

The robot is placed 2 meters far away from a table on top
of which is a cookie box. Using the algorithm described
in section V, a dense map is computed. It is used as the
input of the algorithm described in section VI. The regions
of interest are sorted according to their number of points.
In this particular case, the table does not have texture,
and therefore almost all the points of its upper part are
discarded. The floor is also suppressed, and consequently
the cookie box is picked up as the main point of interest.

Once the position of the target has been found into the
vision system reference frame, it is projected back into the
world reference frame of the robot. Finally this information
is send to the pattern generator to put the robot 50 cm
before the object of interest. The full sequence is depicted
in figure 3.

B. Discussion

Also it has been possible to successfully implement this
pre-attentive behaviour they are several limitations. The
first limitation is due to the distance used. As it is purely
geometrical they are no difference between the object and
its immediate surrounding, For instance the cookie box and
the edge of the table are merged together in figure 1-f.
Moreover, it assumes sufficient texture to have enough 3D
points. Those are classical drawbacks in such technique.
They are at least two solutions to fix the problem: one is
to use the pixel intensity as a supplementary information as
in [12], the second is to make the robot interacts with the
object for further refinement. Both solutions are currently
under investigation. The second solution has the advantage
of integrating haptic information.

The second current limitation is due to the implementa-
tion of this solution. The validation of this algorithm has
been realized by solving the system given by equation 7 for
each matching point. In [1] this cost has been measured to
be 5ms. As the map used in figure 3 contains 40,000 points,
it takes 3 minutes to be computed. A possible solution
could be to build an approximation function

f̂ (qr ,ql ) = [Qs] (12)

The main problem will be to insure that this approximation
keeps the upper bound property provided by the interval
analysis framework.

What could be a third limitation is the estimation ofε.
Indeed if the threshold has disappeared from the segmen-
tation algorithm, a new parameter has been introduced into
the camera model. However in the experiment described
here this parameter was set to 0.5 which is equivalent to
the pure geometrical error reconstruction. More generally,
this parameter depends onto the matching process error.
Thus it is not a new parameter of the segmentation itself.

VIII. C ONCLUSION

We have proposed a 3D segmentation algorithm using
the 3D reconstruction error estimation provided by the
Interval Analysis framework. This allows us to not use
any threshold for merging points. It has been implemented
and used for realizing a pre-attentive behaviour where a
humanoid robot goes towards an unknown object. The
main advantage of this approach is to rely mainly onto
the intrinsic parameters of the robot, here the ones related
to its vision system.

The authors would like to thanks the Japanese Society
for Promotion of Science for partial funding of this work.
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Fig. 3

THE HRP-2HUMANOID ROBOT STOPPING50 CM BEFORE THE OBSTACLE(A-E) AFTER DETECTION USINGINTERVAL ANALYSIS (F).
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