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ABSTRACT
Radiation-induced multiple bit upsets (MBUs) degrade the reliability of scaled static random access memory (SRAM)-based field programmable gate arrays (FPGAs). Reducing the correction time for MBU and preventing the error accumulation are the challenges faced by error correction code (ECC) integrated FPGAs. In this paper, a novel built-in ECC using encode-and-compare of the data and parity bits is proposed to reduce the correction time and improve the reliability of FPGA. Implementation has been carried out in FPGA to confirm its effectiveness. The proposed method is 5 times faster than existing CRC based inbuilt error mitigation solution. This work opens a door for 2-D ECC to be universally used in FPGAs for safety-critical applications.
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1. Introduction

An exponential growth of soft error rate (SER) in SRAM is one of the technological challenges faced in today's scenario. The major factors for this growth of SER include forceful transistor downscaling, ever-increasing transistor count per chip, and reduced supply voltage [1,2]. In addition to that, in mission-critical space applications the usage of SRAM based FPGAs is limited due to the vulnerability to single event upsets (SEUs) [1,2]. More over the functionality of the FPGA is maintained by the contents of the SRAM based configuration memories (CMs). The contents of the configuration memories are altered by SEU and produces malfunction of the user program on FPGA. To mitigate the soft error issue, the recent SRAM based FPGAs employ error-correcting codes (ECCs) to shield the configuration bit and improve the reliability [3,4].

To mitigate vulnerability to soft errors in such configuration memories, redundant intend methods such as duplication with comparison (DWC) and triple-module redundancy (TMR) can be used for mission-critical space applications [5]. Built-in TMR mechanism can accumulate soft errors and produce faulty results when two copies of any module in FPGA fail. An alternate method of cyclic redundancy check (CRC) based configuration read back is used to detect the soft error in recent 7 Series Xilinx devices (Kintex-7 and Zynq-7000) [7–10]. The above method relies on external nonvolatile radiation hardened memory which stores the golden copy of configuration data. Accessing configuration data from external memory incur an extra delay and degrades the performance.

MBU detection is possible by reading back the configuration data from FPGA via internal configuration access port (ICAP) interface, and comparing it with a golden configuration data stored in an external non-volatile memory. For this solution, Xilinx-EDA tools create readback data file (RDF) and mask data file (MDF) for each bit stream file. The MDF is used to mask the readback bits that may change during operation. The word-by-word masking and comparison is a slow procedure and requires accessing the complete configuration golden memory for comparison. In case of mismatch, an error detection ensign must be raised to timely alleviation actions. Both storage overhead and access time for these two files has to be considered at system level, which may not be reasonable for the complex FPGAs. The read back process involves unnecessary delay in accessing external nonvolatile memory to pick up the original configuration data through joint text access group (JTAG) or SELECTMAP interface. Compared to golden reference and comparison technique, performing a CRC check on the readback data, is a faster technique which needs reference CRC codes instead of reference configuration data [13].

Therefore, improvement techniques are still mandatory to ensure continuous and correct operation of the system. The dedicated built-in ECC and CRC hardware blocks are available to mitigate soft errors in recent FPGAs [5,6]. The built-in ECC performs single error correction double error detection (SECDED), and it cannot mitigate multiple bit errors in a single word of configuration frame. More over CRC is also performed concurrently during read-back process to detect possible multiple bit errors. For the detection of MBU, the reconfiguration process involves unnecessary delay in accessing external nonvolatile memory to pick up the original configuration data through restricted I/Os in FPGAs [6]. In this work the proposed method is 5 times faster than existing CRC based inbuilt error mitigation solution.

This paper presents a new built-in reconfigurable matrix code (RMC) and symbolic hamming matrix code (SHMC) schemes to afford...
the trustworthy operation of SRAM-based FPGAs in mission-critical space applications. Finally the comparison of existing built-in ECCs and proposed 2-D ECCs have been evaluated in Xilinx-7 series FPGAs in terms of error correction time and hardware complexity.

Contributions: The following are the key objectives and contributions of this work:
❖ Encode-and-Compare scheme reduces the error correction process delay
❖ Fine grain ECC optimizes the overall delay and the reliability
❖ Novel built-in ECC solution avoids the accumulation of soft error in CM
❖ Integrated novel built-in ECC for MBU tolerant FPGAs.

2. Encode-and-compare scheme

The most complicated task in built-in error correction is decoding. Decoding process includes syndrome computation for error detection and error correction. Normally decoding consumes more time compared to encoding. Instead of using decode-and-compare mechanism, encode-and-compare technique can be used to reduce the overall delay of proposed built-in error correction codes. Encoding of original configuration data from configuration frame and comparison between the contents i.e. parity bits of redundant memory and current encoded parity bits can be done in encode-and-compare mechanism. This will lead to quick error detection and it reduces the complexity as well. In the traditional decode–compare scheme shown in Fig. 1 the decoder, decodes the parity and data from the codeword and compares with the stored parity.

In the encode–compare scheme shown in Fig. 1 the data is encoded at the encoder and the resultant parity is compared with the stored parity. In this work encode-and-compare scheme is incorporated with the novel built-in 2-D ECCs for reducing the overall delay of error correction.

3. Proposed ECCs: 2-D RMC and 2-D SHMC

In the proposed method, the configuration word is arranged in the matrix format with divide by symbol approach called fine grain mechanism. The fine grain mechanism improves the reliability and speed of the operation. N-bit word is divided into K symbols and m bits/symbol. The symbol K is computed by $K = R \times C$ where R and C represents the number of rows and columns respectively and makes the matrix format. The complete N-bit word is organized as $N = R \times C \times m$. In 2-D RMC, $N/2$ horizontal and vertical redundant bits are computed to correct the soft errors for an N-bit word. In 2-D SHMC, $\log (N + 1)$ redundant bits are computed for each symbol of configuration word.

Algorithm 1 shows the procedure of MBU detection and correction using 2-D RMC method to be applied on a configuration word B, where H and V are the horizontal check bits and the vertical parity bits that are generated using the saved configuration data bits in the memory. These bits are compared with the saved redundant memory contents to generate the syndrome bits. Similarly algorithm 2 shows the procedure of MBU detection and correction using 2-D SHMC.
detection and correction in 2-D SHMC method. Up to 8 bits are corrected by the proposed ECCs for a single configuration word.

Algorithm 1. 2-D RMC MBU correction
1. Read the configuration data \( B' \) bits from configuration frame
2. Arrange the \( B' \) into matrix format using divide by symbol approach (fine-grain)
3. Generate horizontal check bits \( H_{15} - H_0 \)
4. Generate vertical parity bits \( V_{15} - V_0 \)
5. Generate syndrome bits \( S_p' \) from stored parity data and encode-and-compare method
6. Correct the erroneous bits using the eqn \( C = S_p' \oplus B' \)
7. Output the corrected data

Algorithm 2. 2-D SHMC MBU correction
1. Read the configuration data \( B' \) bits from configuration frame
2. Arrange the \( B' \) into matrix format using divide by symbol approach (fine-grain)
3. Compute the SECDED \((7, 4)\) for each symbol
4. Generate syndrome bits \( S_p' \) from stored parity data and encode-and-compare method
5. Correct the erroneous bits using the Eq. \( C = S_p' \oplus B' \)
6. Output the corrected data

For example, in algorithm 1, the horizontal and vertical redundant bits calculation is as follows. From 32-bit configuration word, 8 different symbols are divided and named as Symbol-0, 1, 2, 3, 4, 5, 6, and 7 as illustrated in Fig. 2. The horizontal redundant bits \( H_0 \) to \( H_{15} \) are generated for 32-bit configuration word using Eqs. (1)–(4). The symbol-0 \( (B_0B_1B_2B_3) \) and symbol-2 \( (B_8B_9B_{10}B_{11}) \) are applied to X-OR operation to generate the redundant bits \( (H_3H_2H_1H_0) \). Similarly symbol pair \( \{1, 3\}, \{4, 6\}, \{5, 7\} \) are applied to X-OR operation to generate their redundant bits \( (H_7H_6H_5H_4), (H_{11}H_{10}H_9H_8), (H_{15}H_{14}H_{13}H_{12}) \) respectively. The vertical redundant bit can be computed using Eq. (5).

\[
\begin{align*}
B_{11}B_{10}B_9B_8 \oplus B_3B_2B_1B_0 &= H_2H_1H_0H_0 \\
B_{15}B_{14}B_{13}B_{12} \oplus B_7B_6B_5B_4 &= H_6H_5H_4H_4 \\
B_{27}B_{26}B_{25}B_{24} \oplus B_{19}B_{18}B_{17}B_{16} &= H_1H_{10}H_9H_8
\end{align*}
\]

Similarly, in algorithm 2, for 32-bit configuration word, 24 numbers of redundant bits are computed to correct the MBU errors. Algorithm 2 uses SECDED \((7, 4)\) computation for each symbol to generate the parity redundant bits. For example, in Fig. 2b, the redundant bits for symbol-0 \( (B_0B_1B_2B_3) \) can be computed using Eqs. (6)–(8). Similarly the redundant bits for all symbols are applied to X-OR operation to generate their redundant bits.

\[
\begin{align*}
B_0 \oplus B_1 \oplus B_3 &= H_0 \\
B_0 \oplus B_2 \oplus B_3 &= H_1 \\
B_1 \oplus B_2 \oplus B_3 &= H_2
\end{align*}
\]

Finally, the difference between stored redundant bits and the recalculated redundant bits gives the syndrome value \( S_p' \). Horizontal code word detects the error symbols and vertical code word identifies the location of error. The erroneous word can be detected from the

Fig. 4. Proposed MBU-tolerant FPGA architecture.
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Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Configuration</th>
<th>Soft Error Correction Rate</th>
</tr>
</thead>
</table>
| 2-D SHMC   | \((n,k)=56,32\) | \(8\) \(
| 2-D RMC    | \((n,k)=64,32\) | \(8\) \(\star\) |
| 1-D SECDED | \((n,k)=1035,1024\) | 1 \(\star\) |

\(\star\) no. of correctable error for one configuration word \(\star\) no. of correctable error for one configuration frame.
illustration of 2-D RMC shown in Fig. 3. The original bits and its horizontal and vertical code words are generated in the encoder. In later stage, horizontal and vertical code words are calculated to detect and locate errors respectively. In Fig. 3, the difference between the respective horizontal codeword, detects the error from the horizontal symbols and difference between the respective vertical codeword, locates the position of the error accurately.

4. Proposed MBU tolerant FPGA architecture

The proposed efficient 2-D RMC and 2-D SHMC are integrated on the conventional FPGA architecture and show the reliability improvement in MBU tolerant FPGAs. The proposed architecture requires only little logical modification to the conventional FPGA structure as shown in Fig. 4. Configuration frame is the smallest unit size of the configuration bit stream in the FPGA architecture. Normally a unit frame consists of 41 words, and each word consists of 32 bits. Configuration data is loaded from configuration frame through internal configuration access port (ICAP) read back bus [7]. The 2D-SRAM array stores the temporal copy of configuration frame data and parity data to execute 2-D ECC. Pre-computed parity data is retrieved from the dedicated on-chip redundant memory. This on-chip memory access can speed up the execution of the proposed ECC. The 2-D SRAM is used in the proposed MBU tolerant FPGA system for the row and column access and it increases the execution speed of the ECC. The corrected erroneous bits write back to the 2-D SRAM array through the write port.

The complete process of proposed MBU tolerant 2-D ECC system is as follows.

Step 1) 32 bits of configuration word from the frame data are read through the ICAP read back bus, while stored parity bits are read from redundant memory.

Step 2) Following 2-D ECC is performed on 32-bit word, accumulate the data into 2-D SRAM array.

Step 3) Replicate steps 1) and 2) until the 2-D SRAM array is full.

Step 4) Execute column read and 2-D ECC in column direction.

Step 5) Trace the row address recognized by 2-D ECC and the column address of contemporary operation.

Step 6) Do correction of erroneous bit through row read and write port based on row and column address.

Step 7) The corrected bits are written back to the erroneous frames in 2-D SRAM array through programming bus.

Step 8) Continue the process from step 1) to step 8) for subsequent set.

5. Evaluation

A traditional error correction technique for SRAM-based FPGAs relies on external golden copy and external devices to simultaneously correct the configuration bit errors. The read back process involves unnecessary delay in accessing external nonvolatile memory to pick up the original configuration data through joint text access group (JTAG) or SELECTMAP interface. The main objective of this work is to realize self-error correction without an external golden memory copy. The work has been evaluated in terms of behavioral simulation and physical implementation. Behavioral simulations have been carried out by using Xilinx ISE 13.2 EDA tool. The proposed built-in error correction codes have been implemented in Verilog HDL and mapped on Xilinx’s 7-series xc7k70t-2-fbg676 FPGA. The results based on LANSE neutron test (2012) shows that 25% of 5-bit upsets or 16% of more than 6-bit upsets accumulation are occurring in the configuration frame [15]. The largest MBU size observed in the experiment has been 24 and the possible MBU patterns are studied [16]. Based on this observation to validate the proposed ECC, the multibit errors are injected in a random manner. The original configuration data and the fault configuration data can be specified in the text fixture, and fault injection can be implemented in a test-bench. Test-bench takes care of applying faulty stimulus to the design. This test-bench needs to be instantiated and the millions of random errors can be injected to an array of configuration memory, and simultaneously error correction has been done by the proposed 2-D ECCs.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Overall delay by using built-in ECCs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D SHMC (n,k) = (56,32)</td>
<td>2-D RMC (n,k) = (64,32)</td>
</tr>
<tr>
<td>*</td>
<td>0.792 ns</td>
</tr>
<tr>
<td>**</td>
<td>25.344 ns</td>
</tr>
</tbody>
</table>

(*) repair time for one configuration word (**) repair time for a one configuration frame of \(\text{xc7k70t-2-fbg676}\).
Table 5
Dynamic power analysis for built-in ECCs.

<table>
<thead>
<tr>
<th></th>
<th>2-D SHMC</th>
<th>2-D RMC</th>
<th>Xilinx-CRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>((n,k) = (56,32))</td>
<td>0.045w</td>
<td>0.045w</td>
<td>0.045w</td>
</tr>
<tr>
<td>((n,k) = (64,32))</td>
<td>0.096w</td>
<td>0.096w</td>
<td>0.096w</td>
</tr>
<tr>
<td>((n,k) = (1035,1024))</td>
<td>0.138w</td>
<td>0.141w</td>
<td>0.141w</td>
</tr>
</tbody>
</table>

(* repair time for one configuration word (** repair time for a one configuration frame of \((x7k70-2-9fd7fb)\)).

Traditional 1-D SECDED has been implemented to assess the benefits of the proposed built-in 2-D ECCs. The reliability of proposed and existing ECCs is portrayed in terms of correctable errors in Table 1. Both 2-D SHMC and 2-D RMC corrects 8 bits for a single configuration word and corrects up to 256 for a single configuration frame. Frequent error correction is required for the inefficient, unprotected techniques and requires shorter correction interval. Fig. 5 shows the comparison of accumulated soft error correction capability. Due to the multibit correction performance of 2-D SHMC and 2-D RMC, almost no accumulation of soft errors present in the configuration memories. The accumulation of soft errors in a system increases with respect to correction time for 1-D SECDED technique. The accumulation of soft errors occurs even when 1-D SECDED is applied on FPGA with 20 time’s shorter correction interval.

The overhead results in terms of delay and hardware cost are illustrated in Tables 2 and 3 for the proposed and existing ECCs. The implementation of encode–compare scheme for 2-D ECCs reduces the delay with a trade off in hardware cost. The overall delay is reduced to 67% and 56% for 2-D SHMC and 2-D RMC respectively. The number of XOR gates is increased to 21% and 38% for 2-D SHMC and 2-D RMC respectively.

Error mitigation latency of whole configuration memory for the proposed method can be calculated using repair time for a single configuration frame as measured in Table 2. The readback latency and error classification latency for kintex-7 FPGA are 2.95 μs and 750 μs respectively in 28 nm transistor technology [14]. The error mitigation latency for 18,361 configuration frames of kintex-7 FPGA is 2.95 μs and 750 μs respectively in 28 nm transistor technology [14]. The error mitigation latency for 18,361 configuration frames of kintex-7 FPGA is 2.95 μs and 750 μs respectively in 28 nm transistor technology [14].

Table 6
Area overhead for storing redundant bits for built-in ECCs.

<table>
<thead>
<tr>
<th></th>
<th>2-D SHMC</th>
<th>2-D RMC</th>
<th>Xilinx-CRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>((n,k) = (56,32))</td>
<td>18 MB</td>
<td>24 MB</td>
<td>8 MB</td>
</tr>
<tr>
<td>((n,k) = (64,32))</td>
<td>18 MB</td>
<td>24 MB</td>
<td>8 MB</td>
</tr>
<tr>
<td>((n,k) = (1035,1024))</td>
<td>18 MB</td>
<td>24 MB</td>
<td>8 MB</td>
</tr>
</tbody>
</table>

(* on-chip redundant memory overhead for 18,361 frames.

In this paper, an efficient implementation of MBU tolerant FPGA architecture has been presented and evaluated. The proposed implementation based on novel built-in error correction codes provides minimum correction delay with a tradeoff in the circuit area of an FPGA. In addition, its fine grain structure and encode-and-compare technique provides the opportunity for further reduction of repair time. The multibit correction performance of 2-D SHMC and 2-D RMC enables no accumulation of soft errors present in the configuration memories for a long time. The only drawback to the proposed MBU tolerant FPGA architecture is that it requires more redundant bits and slightly increased hardware cost for FPGA reliability. This work opens a door for 2-D ECC to be universally used in FPGAs for space applications.

6. Conclusion and perspective

In this paper, an efficient implementation of MBU tolerant FPGA architecture has been presented and evaluated. The proposed implementation based on novel built-in error correction codes provides minimum correction delay with a tradeoff in the circuit area of an FPGA. In addition, its fine grain structure and encode-and-compare technique provides the opportunity for further reduction of repair time. The multibit correction performance of 2-D SHMC and 2-D RMC enables no accumulation of soft errors present in the configuration memories for a long time. The only drawback to the proposed MBU tolerant FPGA architecture is that it requires more redundant bits and slightly increased hardware cost for FPGA reliability. This work opens a door for 2-D ECC to be universally used in FPGAs for space applications.

Acknowledgments

This work is partly supported by the National Project Implementation Unit [NPIU] – Technical Education and Quality Improvement Programme [TEQIP] Phase-II funded by the World Bank through Government of India (Ph.D fellowship). The authors of the paper also would like to thank reviewers for their valuable comments and suggestions.

References


Please cite this article as: A. Ahilan, P. Deepa, Design for built-in FPGA reliability via fine-grained 2-D error correction codes, Microelectronics Reliability (2015), http://dx.doi.org/10.1016/j.microrel.2015.06.075.