Comparison of analytic distribution function models for hot-carrier degradation modeling in nLDMOSFETs


Abstract

We analyze the applicability of different analytic models for the carrier distribution function (DF), namely the heated Maxwellian, the Cassi model, the Hasnat approach, the Reggiani model, and our own concept, to describe hot-carrier degradation (HCD) in nLDMOS devices. As a reference, we also obtain the carrier distribution function as a direct solution of the Boltzmann transport equation using the spherical harmonics expansion method. The DFs evaluated with these models are used to simulate the interface state generation rates, the interface state density profiles, and changes of the linear and saturation drain currents as well as the threshold voltage shift. We show that the heated Maxwellian approach leads to an underestimated HCD at long stress times. This trend is also typical for the Cassi and Hasnat models but in these models HCD is underestimated in the entire stress time window. While the Reggiani model gives good results in the channel and drift regions, it cannot properly represent the high-energy tails of the DF near the drain, and thus leads to a weaker curvature of the degradation traces. We show finally that our model is capable of capturing DFs with very good accuracy and, as a result, the change of the device characteristics with stress time.

1. Introduction

A physics-based model for hot-carrier degradation (HCD) needs to be based on a microscopic description of Si–H bond-breakage mechanisms [1–4]. As has already been established, both the single- and multiple-carrier processes contribute to defect generation [1,5,6]. A solitary hot carrier can induce a bond-breakage event in a single collision, which is called a single-carrier process. If the carrier flux is substantial but carriers have low energies, several cold carriers subsequently interacting with the bond can heat and eventually rupture it. Such a scenario corresponds to the multiple-carrier process. The rates of these processes are determined by the carrier energy distribution function (DF) which determines the probability density to find a carrier in a certain elementary energy range. A rigorous way to obtain the carrier distribution functions is to solve the Boltzmann transport equation (BTE). There are two different strategies to achieve this goal: the stochastic Monte-Carlo method [7,8] and the deterministic approach based on the spherical harmonics expansion (SHE). In the former method one needs to consider the trajectories of each carrier (from a representative particle ensemble) in the multidimensional space. As a result, computational resources needed for this task become cumbersome. An alternative approach is to represent the DFs as a series of spherical harmonics [9]. As opposed to the Monte Carlo method, this approach relies on a substantial amount of memory (required to store all the variables) rather than on CPU power. However, even this deterministic SHE method has high computational demands.

As such, it would be highly attractive if the solution of the BTE could be replaced by a simplified approach which represents the DF by an analytic expression. There are many different models/concepts which could be employed in the context of HCD: the heated Maxwellian distribution [10], the Cassi model [11], the Hasnat model [12], the Reggiani model [2,13], and our own approach [14]. In this work, we analyze the applicability of these models in the context of HCD in nLDMOS devices. As a reference, we also obtain the carrier distribution from our deterministic Boltzmann transport equation solver ViennaSHE [15]. The DFs obtained from the different models are used in our HCD model to predict the degradation in nLDMOS devices. These degradation curves are compared with the experimental data and a conclusion on the validity of each model is drawn. Since all models use the same parameter set, the differences in the results can be directly traced back to inaccuracies in the approximation of the DF.

2. The devices and stress conditions

We performed hot-carrier stresses on nLDMOS transistors (sketched in Fig. 1) fabricated on a standard 0.35 μm CMOS process. The devices
and threshold voltages (saturation drain current ($I_{d,sat}$), obtained at $V_{ds} = 10$ V and $V_{gs} = 3.6$ V, and threshold voltages ($\Delta V_t$) were monitored for stress times up to 1 Ms.

To obtain the device structure we used the Sentaurus process simulator [16], while for the device characteristics our device and circuit simulator MINIMOS-NT [17], used within the GTS framework [18], was employed. Both simulators were calibrated self-consistently to ensure reasonable agreement between the measured and evaluated characteristics of the fresh device. MINIMOS-NT uses the drift–diffusion simulation approach which is adequate for modeling the terminal currents in devices with longer channels [10]. It is important to emphasize that even in the case of the DD scheme, modeling of such a big device with a complicated geometry as the nLDMOS transistor is a non-trivial task. An important ingredient required for these simulations is a proper mesh. On the one hand, this mesh needs to be fine enough near the interface, at the bird’s beak, and in other important device sections, while in less important segments (e.g. Si bulk) it can be coarser. On the other hand, it still has to contain a moderate number of mesh points to ensure fast and reliable convergence. To meet these requirements we used the adaptive meshing framework ViennaMesh which generates meshes based on the built-in potential [19,20].

3. The model

Our hot-carrier degradation model [4,3,21] employs the solution of the Boltzmann transport equation for the particular device topology and stress/operating conditions. The carrier distribution functions obtained are then used to simulate the interface state generation rates. The carrier distribution functions were stressed at the gate to source voltage $V_{gs} = 2$ V and drain to source voltages $V_{ds} = 18$ and 22 V at room temperature (300 K). The changes in the linear drain current ($\Delta I_{d,lin}$, obtained at $V_{ds} = 0.1$ V and $V_{gs} = 2.4$ V), saturation drain current ($\Delta I_{d,sat}$, obtained at $V_{ds} = 10$ V and $V_{gs} = 3.6$ V), and threshold voltages ($\Delta V_t$) were monitored for stress times up to 1 Ms.

FIG. 1. Sketch of n-LDMOS transistor with all the segments marked: D — drain, S — source, Ox — oxide, Fox — field oxide, G — gate, B — bulk contact.

These mechanisms [4,3]. Note that also in the case of long-channel and/or high-voltage devices, the multiple-carrier process has a significant contribution and cannot be ignored [22,3,14]. The interface state density profiles $N_i(x)$ are then evaluated for each stress time step and used in MINIMOS-NT to simulate the changes of the device characteristics over stress time. The effect of the defects generated during hot-carrier stress is twofold: they perturb the device electrostatics and scatter carriers, thereby degrading the carrier mobility.

A standard problem in HCD modeling is a possible contribution of oxide charges which were not considered here. There are two reasons for that. First, bulk oxide traps are known to be responsible for the recoverable component of degradation [23]. However, in our devices, no recovery was observed under the stress conditions used here. Second, our experience gained with the intimately related phenomenon of bias temperature instability suggests that trapping in the oxide bulk starts to play a prominent role at oxide fields of 6 MV/cm and higher [24]. The maximum oxide field in the nLDMOS transistors used was 1.3 MV/cm for $V_{gs} = 22$ V, $V_{gs} = 2$ V which is significantly smaller than 6 MV/cm. Therefore, the contribution of bulk oxide traps can be neglected.

Another important aspect which was also neglected in our model is the contribution of secondary holes generated by impact ionization [25]. The effect of holes is twofold: they can contribute to the interface trap generation and also be captured by existing amphoteric traps. The former mechanism was reported to be responsible for threshold voltage and drain current turn-around effects [26,27]. In our measurements we did not observe any turn-around effects, and thus we conclude that the hole contribution to HCD is weak. Drift-diffusion simulations performed for the nLDMOS device also showed that impact ionization leads to low or moderate hole concentrations throughout the channel.

Implementations of our HCD model vary in the particular method used to evaluate the carrier distribution function. We employ different approaches based on the results of the DD simulations. As a reference, we use the DFs (and the corresponding version of our HCD model) obtained by the direct solution of the BTE using ViennaSHE.

FIG. 2. The electron DFs (coupled with density of states to show the carrier occupancy) obtained with the heated Maxwellian approach compared with those simulated with ViennaSHE for $V_{gs} = 2$ V and for $V_{gs} = 18$ V calculated at the drain, bird’s beak and channel regions. For comparison, the DFs evaluated with our DD-based model (light gray lines) are also plotted.

FIG. 3. Same as Fig. 2 but for the Hasnat model.

FIG. 4. Same as Fig. 2 but for the Cassi model.
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The heated Maxwellian distribution is a frequently used approach to mimic the DFs of non-equilibrium carriers [10]:

\[ f(\varepsilon) = A \exp\left(-\varepsilon/k_B T_n\right). \]  

(1)

Here, \( k_B \) is the Boltzmann constant and \( T_n \) the carrier temperature which differs from the lattice temperature. An example of the DFs obtained using the Maxwellian function for different regions of the device is shown in Fig. 2. One can see that the DFs in the channel and drain regions are close to equilibrium, while in the bird’s beak device section, the carriers are rather hot and the corresponding DFs are severely non-equilibrium.

Cassi and Riccó have proposed an expression to account for the non-Maxwellian shape of the DFs observed in the MOSFETs, especially in the drift and the drain regions. Their model for the DF is given by [11]

\[ f(\varepsilon) = A \exp\left(-\chi \varepsilon^3/E_1^{1.5}\right), \]  

(2)

where \( \chi = 0.1 \) is a fitting parameter and \( E \) the local electric field. The Cassi model results in DFs which are substantially non-equilibrium in the bird’s beak region, as shown in Fig. 3. Due to the fixed curvature, the shape of DF is similar in the channel and in the drain region. Hence, the carrier energies obtained from the Cassi model for these device sections are significantly lower as compared to the bird’s beak region.

Hasnat et al. replaced the local electric field in Cassi’s expression by a function of carrier temperature to capture the non-local behavior [12]:

\[ f(\varepsilon) = A \exp\left(-\delta \varepsilon / (\eta k_B T_n)^\nu\right). \]  

(3)

where \( \xi, \eta, \) and \( \nu \) are fitting parameters. Fig. 4 shows the DFs obtained using Eq. (3) for different regions of the device. The DFs in the channel and the drain region are similar to the Maxwellian, see Fig. 2, while for the bird’s beak region, the carrier energies obtained from the Hasnat model extend up to 5.5 eV and beyond.

Reggiani et al. have recently developed an analytical model for the DFs which is focused on modeling of HCD in LDMOS devices [28,29]. The DF is expressed as:

\[ f(\varepsilon) = A \exp\left(-\alpha \varepsilon (1 + \delta \varepsilon) / (k_B T_n (1 + \beta \varepsilon))\right), \]  

(4)

where \( \delta \) and \( \beta \) are fitting parameters, while \( A \) and \( \alpha \) are evaluated using the carrier concentration \( n \) and carrier temperature \( T_n \) computed using the DD scheme. In long channel devices the moment \( n \) can be obtained directly from DD simulations while \( T_n \) is evaluated using the local energy balance equation [30]. The Reggiani model produces non-equilibrium DFs for the bird’s beak and drain regions as shown in Fig. 5. As for the channel region, the corresponding DFs are close to the equilibrium ones.

Our HCD model is based on the approach suggested by our group previously in [31]:

\[ f(\varepsilon) = A \exp\left(-\varepsilon / (\varepsilon_{ref})^\beta\right) + C \exp(-\varepsilon/k_B T_n). \]  

(5)

The parameters in Eq. (5) are found using the available moment (\( n \)) of the Boltzmann transport equation, the carrier temperature (\( T_n \)) and the DF normalization [14]. The DFs obtained by our approach are shown in Figs. 2, 3, 4, and 5. One can see that our DD-based expression for the carrier distribution function can adequately represent the DF.

4. Results and discussion

To check the validity of the different HCD models we calculated the bond-breakage rates, the interface state density profiles, and then the...
change of the linear and saturation drain currents (ΔId,lin, ΔId,sat) as well as the threshold voltage shift (ΔVt). The data obtained from the different versions of the model are compared against the HCD results measured in nLDMOS transistors.

4.1. Distribution functions and interface state densities

The heated Maxwellian DFs are compared to those calculated with ViennaSHE in Fig. 2. As expected, the Maxwellian model is only valid in the channel region where the carriers are almost in equilibrium. It overestimates the DFs at high energies in the bird’s beak and fails completely in the drain region of the nLDMOS device. The heated Maxwellian distribution leads to reasonable Nit(x) profiles only in the channel and source regions when compared with the Nit(x) profiles computed using the DF from ViennaSHE, see Fig. 6. This approach overestimates the Nit values in the bird’s beak region and also fails in the drain section.

The Cassi model shows an improvement for the non-equilibrium case but cannot describe the DFs near the drain. This is because the DFs evaluated with this approach have a fixed curvature. Fig. 7 summarizes the Nit(x) profiles obtained using the DFs from the Cassi model and from ViennaSHE. These Nit(x) profiles from the two approaches are only comparable in the bird’s beak region. Such a behavior is also consistent with the difference in the DFs computed with this model and that using the exact BTE solution.

The Hasnat model cannot represent the DFs in LDMOS devices with good accuracy except for the drain region. The reason is that within the Reggiani model the DFs are linked to the local electric field, and thus hot carriers which form the high-energy tail of the DF are not properly described. From Fig. 5 one can see that the high-energy tails of the DF are underpopulated if the Reggiani model is used. As a result, this discrepancy translates also to an error in Nt which is underestimated in the drain, as is evident from Fig. 9.

Figs. 2, 3, 4, and 5 also show the DFs computed with our model (light gray curves) which was successful in representing the carrier distribution along the entire device. A discrepancy appears in the drain region for energies higher than ~6 eV where the DF values have already dropped by more than 20 orders of magnitude. Thus, this discrepancy does not translate into an error in the calculated HCD, see [32,14]. The Nit density simulated by our DD-based model is quite accurate, thereby suggesting that a slight discrepancy observed in the drain DFs at ~6 eV does not affect the Nit(x) profiles.

4.2. Degradation traces

The changes in Id,lin(t), Id,sat(t), and Vt(t) calculated with the different model versions are summarized and compared to the experimental data in Figs. 10, 11, 12, and 13. The heated Maxwellian approach leads to a saturation of ΔId,lin(t), ΔId,sat(t), and ΔVt(t) at ~500 s, see Fig. 10. Such a behavior is related to
the drain $N_{it}$ peak which is formed by hot carriers and which determines short term hot-carrier degradation [22,14,32]. One can see that the interface state density $N_{it}$ is saturated already at short stress times, and thus at long stress times, HCD is driven by colder carriers which contribute to the multiple-carrier process [22,14,32]. As a result, if the effect of cold carriers is underestimated, the change of the device characteristics saturates at longer stress times.

Figs. 3 and 7 show that the Cassi model highly underestimates the DFs and $N_{it}$ values near the drain region. As a consequence, the degradation of all device characteristics is underestimated as well, especially at short stress times. This is because the most prominent discrepancy between the DFs obtained with ViennaSHE and the Cassi model is visible for the drain section of the device. The same behavior is typical also for the $N_{it}$ drain maximum, which – as we already discussed – determines short-term HCD.

The Hasnat model behaves similarly to the Cassi model where the DF values are underestimated for most of the device regions. As a result, the degradation of both saturation and drain currents as well as the threshold voltage shift are massively underestimated in the entire experimental stress time window, see Fig. 12.

As for the Reggiani model, as we already discussed, the model underestimates the interface trap density near the drain. This peculiarity results in a weaker curvatures of $\Delta I_{d,sat}(t)$, $\Delta I_{d,lin}(t)$, and $\Delta V_{t}(t)$ traces as shown in Fig. 13. Although the degradation curves are close to the experimental ones at long stress times, they are unable to predict the correct degradation for the entire stress time slot.

Finally, Figs. 10, 11, 12, and 13 show very good agreement between measured $\Delta I_{d,lin}(t)$, $\Delta I_{d,sat}(t)$, and $\Delta V_{t}(t)$ curves and those simulated with our DD-based HCD model for the whole stress time window. It is important to emphasize that both SHE- and DD-based versions of our model use the same set of the model parameters for different combinations of stress voltages and for the degradation traces of different device characteristics.

5. Conclusions

Using hot-carrier degradation data measured on nLDMOS devices, we have performed a comparison between various HCD models which employ different approaches to solve or approximate the Boltzmann transport equation. In several realizations of our HCD model we used carrier energy distribution functions obtained with the heated Maxwellian, Cassi, Hasnat, Reggiani and our own model. We have compared these different versions in terms of carrier DFs, interface state density profiles, and degradation of the linear and saturation drain currents, as well as the threshold voltage. The heated Maxwellian neglects the cold carrier fraction of the carrier ensemble and thus the $N_{it}$ profiles are adequate to some extend only in the channel and source regions. As a result, the degradation traces ($\Delta I_{d,lin}(t)$, $\Delta I_{d,sat}(t)$, and $\Delta V_{t}(t)$) show a spurious saturation at longer stress times. The Cassi and Hasnat models underestimate the values of the carrier DFs in most of the device regions. As for the $N_{it}$ profiles, the former approach leads to somewhat reasonable $N_{it}$ values only near the bird’s beak, while the interface state densities simulated with the latter approach have substantially lower values (as compared to those evaluated using the BTE solution) in the entire range of the lateral coordinate. Therefore, the $\Delta I_{d,lin}(t)$, $\Delta I_{d,sat}(t)$ and $\Delta V_{t}(t)$ degradation characteristics computed using the Cassi and Hasnat models are underestimated within the entire stress time slot. The Reggiani model can represent the DFs for most device regions except the drain where the agreement deteriorates. As a result, the curvature of the degradation traces is weaker within the Reggiani model. Finally, our DD-based method can mimic the DFs in the entire device with a slight discrepancy in the drain region for the high energy tails where the magnitude of DF has already dropped by ~20 orders. This discrepancy does not translate to an error in the results evaluated using this approach. This means that the agreement between the $N_{it}(x)$ profiles and the $\Delta I_{d,lin}(t)$, $\Delta I_{d,sat}(t)$, and $\Delta V_{t}(t)$ degradation curves simulated with the SHE- and DD-based realization of the model is very
good. We, therefore, conclude that in long-channel LDMOS transistors HCD can be modeled with very good accuracy even with a DD-based formalism provided a better approximative model for the distribution function is used.
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