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Summary & Conclusions — Fault-tolerant software approaches have given rise to numerous reliability models. However, all these models assume stable reliability, i.e., they do not consider reliability growth resulting from progressive removal of design-induced faults. This paper —

- addresses an issue which has not hitherto been treated;
- is aimed at modeling and estimating the influence of reliability growth of the fault-tolerant software components on the reliability of the software system in operation.

Two fault-tolerant software techniques are investigated: recovery block and N-version programming. For each, the stable reliability model is transformed into a model that considers reliability growth via the transformation approach based on the hyper-exponential model. Analytic and numeric processing of the transformed models identify the influence of fault removal on the reliability of the fault-tolerant software approaches.

The modeling approach is based on the transformation of a Markov chain of the fault-tolerant software system in stable reliability into another, modified Markov chain which enables reliability growth to be considered. This approach has allowed reliability growth relative to the classes of faults (independent, related) affecting fault-tolerant software to be identified and evaluated. The evaluations apply to systems of short successive mission durations with respect to the system life-time. Using generalized stochastic Petri nets to model the fault-tolerant software systems allows for an automatic application of the transformation technique.

Analytic expressions are derived only to analyze explicitly the impact of fault-removal of each class. In practice, reliability measures can be directly evaluated by available tools for numerical processing of the Markov chains.

Even though this work is a first attempt, the results are important since they show the influence of reliability growth on the reliability of fault-tolerant software systems. These results: a) confirm, from the reliability growth perspective, the importance of the faults whose occurrence can lead to common-mode failures, e.g., decider faults and related faults and b) enable the impact of these faults to be quantified.

1. INTRODUCTION

Numerous papers have been devoted to the modeling and evaluation of fault-tolerant software reliability. They may be put into two major classes:

- Modeling software diversity: Based on the detailed analysis of the dependencies in diversified software [4,9,23,28].
- Modeling fault-tolerant software system behavior: Aimed primarily to evaluate some dependability measures for specific types of software systems [1,8,11,12,16,29].

All the published work assumes stable reliability, i.e., it does not consider the impact on software reliability, of reliability growth due to corrective maintenance. Nevertheless, reliability growth is real as evidenced by the failure data collected on real software systems during their life cycle, including operational life [14,21].

The modifications due to the progressive removal of residual design faults from the software components cause their reliability to grow, which in turn causes the reliability of the fault-tolerant software to grow. The reliability of fault-tolerant software can grow due to the removal of faults in the software components without having failed in operation. For instance, activation of a fault which is tolerated does not lead to system failure and reliability of the software system grows due to the removal of this type of fault.

The extent to which software reliability is improved via corrective maintenance is related to the nature of the activated fault and the consequence of the failure:

- Some faults are more difficult to identify than others; thus they may be, a) removed long after their activation, leading to slow reliability growth, or b) not removed at all.
- Faults leading to critical failures are likely to be removed very quickly, whereas those leading to non-critical failures might be removed later (e.g., with the introduction of a new software version).

For multi-component software, reliability growth can be different for the various components, i.e., some components might be more failure-prone and undergo several corrective actions resulting in important reliability growth, while other components might be less activated or more reliable and thus exhibit less reliability growth.

As a result, software reliability is related to the:
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• reliability of its components at a given time
• evolution of the reliability of these components.

Since the reliability growth of the components is not identical, one has to determine the influence of component-reliability growth on the software-reliability growth.

Modeling fault-tolerant software without considering the impact of cumulative corrective-maintenance actions, leads to results that are relevant only for a given period of time over which the software reliability is stable; these results might not represent the software evolution in a maintenance environment. This paper models & estimates the influence of component-reliability growth on the reliability of a fault-tolerant software system. It uses a general approach to model the reliability of fault-tolerant software, and is based on our previous work [1,18]. The models of two software-fault tolerance approaches are established; they enable sensitivity analyses for the influence of several factors on the reliability growth of the fault-tolerant software system. The software is assumed to be in operational life with corrective maintenance actions.

These fault-tolerant software techniques correspond to the two best-documented techniques for tolerating software faults:

• recovery block [27]
• N-version programming [6].

Section 2 presents the modeling approach, which is then applied in the subsequent sections to RB & NVP. Section 3 details the steps of RB modeling and the evaluation results. Section 4 summarizes the main results for NVP. Section 5 compares RB & NVP.

Acronyms

GSPN generalized stochastic Petri nets
NHPP Non-Homogeneous Poisson Process
NVP N-version programming
RB recovery block.

Notation

\[ \bar{\omega} \] implies 1's complement, eg, \[ \bar{\omega} = 1 - \omega \]

stable reliability
reliability growth.

Nomenclature (Failure, Error, Fault) [20]

• A system failure occurs when the delivered service no longer complies with the specification. The specification is an agreed description of the system function and/or service.
• An error is that part of the system state which is liable to lead to subsequent failure; an error affecting the service indicates that a failure occurs or has occurred.
• A fault is the adjudged or hypothesized cause of an error.

Standard notation & nomenclature are given in "Information for Readers & Authors" at the rear of each issue.

2. MODELING & EVALUATION APPROACH

Our objective is to model and evaluate the dependability of fault-tolerant software systems during their operational life, taking into account the reliability growth of their components due to design-fault removal in order to highlight the influence of corrective maintenance. So far, two kinds of software reliability models have been developed:

• Models dedicated to reliability growth of software systems — dealing with the reliability growth of 1-component software, the black-box approach, eg, [23,31]
• Models taking into account the software structure — dealing mainly with stable reliability [16,22,30].

Our approach to model the reliability of fault-tolerant software systems is more general than previous ones as it combines information on the software structure and on the reliability growth of the components. It is based on the hyperexponential reliability-growth model [18]. An important property of the hyperexponential model is the transformation of a stable reliability Markov model into another Markov model that can handle reliability growth [18]. This is particularly relevant here as it allows the reliability growth of a fault-tolerant software system to be modeled from the reliability growth of its components. The transformation is based on the interpretation of the hyperexponential model as a Markov model.

To our knowledge, our approach is the only one allowing easy modeling of fault-tolerant software systems; it is systematic as opposed to the ad hoc methods that: a) use reliability-growth models and then consider the structure of the software (which would require restrictive independence assumptions), or b) extend structural models to account for reliability growth which, again, is feasible only for specific cases.

The main modeling difficulty arises from the statistical dependence among the components — due principally to common-mode failures of the components. Our approach overcomes this difficulty.

Sections 2.1 - 2.3 present: a) basic results of the transformation approach, b) our assumptions for modeling fault-tolerant software, and c) definition of the dependability measures that will be evaluated.

2.1. Hyperexponential Model and Transformation Approach [18]

The hyperexponential model is a NHPP reliability-growth model with intensity function:

\[ \lambda(t) = \int_{0}^{\infty} \lambda'(s) e^{-\int_{0}^{s} \lambda'(u) du} ds \]

This is also called failure intensity in our context.
$h_{HE}(t) = \frac{\omega \tau_{sup} \exp(-\omega \tau_{sup} t) + \bar{\omega} \tau_{inf} \exp(-\bar{\omega} \tau_{inf} t)}{\omega \exp(-\omega \tau_{sup} t) + \bar{\omega} \exp(-\bar{\omega} \tau_{inf} t)}$

\[0 \leq \omega \leq 1.\] (1)

$h_{HE}(t)$ is non-increasing with time when $0 < \omega < 1$, from $h(0) = \omega \tau_{sup} + \bar{\omega} \tau_{inf}$ to $h(\infty) = \tau_{inf}$ (see figure 1).

Figure 1. Failure Intensity of the Hyperexponential Model

The transformation approach is based on interpreting the hyperexponential model as a Markov model corresponding to a 2-stage hyperexponential Cox law — as illustrated by a simple example.

**Example**

A software system has 2 components, A & B. Component A is executed first; component B is invoked upon failure of A. Component B failure leads to system failure. The solicitation rate is constant; its reciprocal is the mean idle time.

**Notation for Example**

$I, W$ [idle, working] software

$s$ software system solicitation rate

$X$ represents component A or B

$\lambda_X$ failure rate of component $X$

$\gamma_X$ execution rate of component $X$

$\omega_X$ initial probabilities defined by the hyperexponential model.

Consider the model of figure 2b. The transformed Markov chain enables the reliability growth to be simulated, via the modeling of the non-stationary process induced by reliability growth [18]. To avoid misinterpretation, consider 2 points:

- The Markov chain of figure 2b is different from the Markov chain which would be transformed via the conventional device of stages to account for a distribution of time-to-failure with a decreasing hazard rate [7]. Figure 2c gives the latter and corresponds to the following pdf for component A:

  \[\omega_{A1}\tau_{A1}\exp(-\omega_{A1}\tau_{A1} t) + \omega_{A2}\tau_{A2}\exp(-\omega_{A2}\tau_{A2} t), 0 \leq \omega_{A1}, \omega_{A2} \leq 1, \omega_{A1} + \omega_{A2} = 1.\]

- The interpretation of figure 2b as representing a behavior such as reaching stationarity after leaving transient states $I_1$ and $W_{A1}$ is misleading, since such interpretation does not account for the fact that initial probabilities of states $I_1$ & $I_2$ are not 0 or 1.

Figure 2a gives the Markov chain in stable reliability. Figure 2b shows the transformed Markov chain accounting for component A reliability growth. Figure 2d shows the transformed Markov chain accounting for reliability growth of both components A & B.

For multi-component systems whose component behavior can be s-dependent, the transformation is conveniently implemented using GSPN [24]. The model construction steps are:

1. Build the GSPN model for the system behavior in stable reliability.
2. Transform the GSPN model from step 1 into a GSPN model in reliability growth, according to the GSPN representation of the hyperexponential model. For the example in section 2.1 — accounting only for component A reliability growth — steps 1 & 2 are given in figure 3.
3. Derive the reachability graph of the reliability growth GSPN, which is the transformed Markov chain accounting for reliability growth.

**Notation for GSPN Models**

- $x$ instantaneous transition with probability $x$
- $\tau x$ timed transition with rate $x$
- place with initial marking equal to 1
- inhibitor arc
2.2. Assumptions for Fault-Tolerant Software Modeling

We consider fault-tolerant architectures aimed at tolerating a single software fault. Their behavior in stable reliability can be modeled as a Markov chain [16,22]. In [1], we modeled the fault-tolerance in stable reliability via discrete-time Markov chains, the relation to continuous-time being provided by the software solicitation rate. Here, in order to ease the application of our continuous-time model of reliability growth, we directly derive continuous-time Markov chains. Following the transformation approach in section 2.1, the behavior of the fault-tolerant architectures considering reliability growth is modeled via Markov chains also.

Two classes of faults are considered: related & independent.

- Related faults result from: a) a specification fault common to the alternates in RB (versions, in NVP) or to the alternates and the acceptance test in RB (versions and the decider, in NVP), or b) from s-dependencies in the separate design and implementations of the various components.
- Independent faults are non related faults.

Related faults lead to common-mode failures, whereas independent faults usually cause distinct errors and separate failures. To construct the model, we do not detail the sources of related faults\(^3\), rather we focus on the influence of reliability growth.

2.3. Dependability Measures

When considering an operating system, the interest is in failure-free time intervals whose starting instants are not necessarily conditioned on system failures, i.e., they can occur at any time. In this case, the user is interested in the reliability over a given time interval, independent of the number of failures.

---

\(^3\)The models in stable reliability are similar to the simplified models of [1], rather than to the detailed models therein.

---

**Notation**

- \(t\) age of software (system put into operation at \(t=0\))
- \(u\) desired failure-free time interval \([t, t+u]\)
- \(h(u)\) failure intensity
- \(\lambda(t)\) system failure rate
- \(R(t,t+u)\) system reliability over \(u\); mission reliability
- \(r(t)\) reliability evaluated from the transformed Markov chain for modeling reliability growth
- \(o(\phi)\) any function such that \(\lim_{\phi \to 0} o(\phi) / \phi = 0\).

**Assumptions**

1. For all mission reliability calculations, \(u < t\).
2. The failure process is modeled by an NHPP whose failure intensity is continuously decreasing.
3. It is not considered whether failures are caused by detected or undetected errors. (Removing this assumption would be straightforward\(^4\)).

\[
R(t,t+u) = r(t+u) / r(t).
\]

Due to space limitation, the heuristic justification of this relation is outlined:

- For stable reliability, for \(u < t\), a conventional result of stationary renewal theory is [10: p 105]:

\[
R(t,t+u) = 1 - h(t) \cdot u + o(u)
\]

This result holds for reliability growth, either for NHPPs [2: p 30], or more generally for non-stationary processes [19].

- The (conventional) conditional reliability is:

\[
r(t+u) / r(t) = \exp\left[-\int_t^{t+u} \lambda(r) \, dr\right],
\]

\[
r(t+u) / r(t) = 1 - \lambda(t) \cdot u + o(u), \text{ for } u < t.
\]

- Consider again the failure process of the fault-tolerant software. The system failure rate is piecewise decreasing; transition from one step to the next is due to the modification of software components; the software is generally used several times at each step. The failure rate of the NHPP cannot be distinguished from its failure intensity [26] which can be viewed as the result of smoothing the decreasing piecewise failure rate.\(^3\) Eq (2) holds due to: a) the NHPP assumption, and b) the fact that the failure rate evaluated from the transformed Markov chain can be viewed as the failure intensity of the process simulated by this chain.

3\(^4\)The distinction between detected & undetected errors has already been considered [1] for fault-tolerant software systems in stable reliability.

3\(^5\)It is impossible to distinguish between certain families of i.i.d. order statistic models and related families of NHPP models when a single realization of the process is observed [25].
3. RB MODELING & EVALUATION

Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P, S$</td>
<td>[primary, secondary] component</td>
</tr>
<tr>
<td>$T$</td>
<td>acceptance test</td>
</tr>
<tr>
<td>$\gamma_X$</td>
<td>execution rate of $X, X \in {P, S, T}$</td>
</tr>
<tr>
<td>$\lambda_X, h_X$</td>
<td>failure [rate, intensity] associated with the independent faults of $X, X \in {P, S, T}$</td>
</tr>
</tbody>
</table>

The influence of reliability growth on a fault-tolerant software is assessed by comparing $R(t, t+u)$ evaluated from the transformed model with $R^*(t, t+u)$ evaluated from the stable reliability Markov chain (see section 2.1).

We consider a RB made up of two alternate components (a primary and a secondary) and an acceptance test.

Figure 4 shows the GSPN model for RB in stable reliability

Additional Assumptions (see section 2.2)

1. Only one type of fault (independent or related) can occur during a single execution of the whole RB.
2. No error compensation takes place.

Figure 4 shows the GSPN model for RB in stable reliability as well as the meaning of the model places and transitions.

Figure 5 shows the GSPN model, for RB in reliability growth, resulting from the application of the transformation approach to the model of figure 4.
\[ m(Y) \implies \text{marking of place } Y \]

Figure 5. GSPN for RB in Reliability Growth

- \( \{w_X, \xi_{\text{sup},X}, \xi_{\text{inf},X}\} \), for \( X = P,S,T \), denote the hyperexponential model parameters characterizing RB reliability growth due to the removal of the independent faults of \( X \)
- \( \{w_X, \xi_{\text{sup},R}, \xi_{\text{inf},R}\} \) denote the hyperexponential model parameters characterizing RB reliability growth due to removal of the related faults.

Figure 5 incorporates the basic model of figure 3.

The corresponding Markov chains for stable reliability and reliability growth are given in figures 6 & 7 respectively. Figure 7 shows a general model allowing reliability growth of all failure processes to be taken into account. Reliability growth of one or more processes can be modeled from figure 7, making \( \omega_X = 0 \) and \( \xi_{\text{inf},X} = \lambda_X \) for the other processes. For example, reliability growth due to the elimination of the independent faults of \( P \) only is modeled using \( \omega_X = 0 \) and \( \xi_{\text{inf},X} = \lambda_X \), \( X \in \{S,T,R\} \); the model in stable reliability (figure 6) can be deduced from figure 7; thus:

\[ \omega_X = 0 \text{ and } \xi_{\text{inf},X} = \lambda_X, \ X \in \{P,S,T,R\} \]

The corresponding Markov chains for stable reliability and reliability growth are given in figures 6 & 7 respectively. Figure 7 shows a general model allowing reliability growth of all failure processes to be taken into account. Reliability growth of one or more processes can be modeled from figure 7, making \( \omega_X = 0 \) and \( \xi_{\text{inf},X} = \lambda_X \) for the other processes. For example, reliability growth due to the elimination of the independent faults of \( P \) only is modeled using \( \omega_X = 0 \) and \( \xi_{\text{inf},X} = \lambda_X \), \( X \in \{S,T,R\} \); the model in stable reliability (figure 6) can be deduced from figure 7; thus:

\[ \omega_X = 0 \text{ and } \xi_{\text{inf},X} = \lambda_X, \ X \in \{P,S,T,R\} \]
3.2. Model Processing

RB in reliability growth and in stable reliability are examined and compared.

3.2.1 RB in reliability growth

As indicated in section 2, reliability of the RB is evaluated by processing the transformed Markov chain in figure 7. Numerical solutions can be obtained using an evaluation tool such as SURF [3]. Nevertheless, to analyze the influence on the RB reliability of each failure process, when dealing with the reliability growth aspects, analytic expressions are derived before presenting numerical results.

The transformed Markov chain in figure 7 is quite complex because its state space is so large; it is therefore impractical to obtain an exact solution of the reliability measure. However, the model of figure 7 is stiff, since the execution rates $\gamma_k$ are several orders of magnitude higher than the failure rates $\eta_{sup,k}$. The aggregation technique in [5] for systematically converting a stiff Markov chain into a non-stiff Markov chain with a smaller state space can be used; this technique gives good approximate solutions and, since the state space is reduced, analytic expressions can be derived.

In the aggregation algorithm, the transient states of the Markov chain are partitioned into:

- fast states for which there is at least one high-rate output transition
- slow states for which there are only low-rate output transitions.

The algorithm proceeds by first analyzing the transition matrix to determine states that cause stiffness (fast states). Then it separates them into near ergodic (recurrent non-null) subsets and/or a transient subset.

A steady-state analysis of each recurrent subset is carried out and each such subset is replaced by a slow state. The fast transient subset is analyzed to determine the conditional branching probabilities and the subset is replaced by a probabilistic switch.

Application of the aggregation technique to the model of figure 7 allows reduction to the non-stiff model in figure 8. Each state subset $\{i_1, i_2\}, i \in \{1, \ldots, 16\}$ of figure 7 forms a fast recurrent subset and is replaced by a slow state $i$ in figure 8.

The successive application of the transformation approach and the aggregation technique appreciably reduces the number of states, viz, from 60 (figure 7) to 17 (figure 8), at the expense of more complex expressions for the inter-state transition rates.

Analytic processing of the model in figure 8 leads to:

\[ r_{RB}(r) = (\omega_1 \cdot \exp(-\pi_1 \cdot \eta_{sup,r}) + \omega_2 \cdot \exp(-\pi_1 \cdot \eta_{inf,r})) \cdot [\exp(-\pi_T \cdot \eta_{sup,r})(\phi_1(r) + \phi_2(r)) + \exp(-\pi_T \cdot \eta_{inf,r})(\phi_3(r) + \phi_4(r))], \]

where $\omega_i$, $\phi_i$, and $\pi_i$ are defined in (5).

The transformed Markov chain in figure 7 is quite complex because its state space is quite large; it is therefore impractical to obtain an exact solution of the reliability measure. However, the model of figure 7 is stiff, since the execution rates $\gamma_k$ are several orders of magnitude higher than the failure rates $\eta_{sup,k}$. The aggregation technique in [5] for systematically converting a stiff Markov chain into a non-stiff Markov chain with a smaller state space can be used; this technique gives good approximate solutions and, since the state space is reduced, analytic expressions can be derived.

In the aggregation algorithm, the transient states of the Markov chain are partitioned into:

- fast states for which there is at least one high-rate output transition
- slow states for which there are only low-rate output transitions.

The algorithm proceeds by first analyzing the transition matrix to determine states that cause stiffness (fast states). Then it separates them into near ergodic (recurrent non-null) subsets and/or a transient subset.

A steady-state analysis of each recurrent subset is carried out and each such subset is replaced by a slow state. The fast transient subset is analyzed to determine the conditional branching probabilities and the subset is replaced by a probabilistic switch.

Application of the aggregation technique to the model of figure 7 allows reduction to the non-stiff model in figure 8. Each state subset $\{i_1, i_2\}, i \in \{1, \ldots, 16\}$ of figure 7 forms a fast recurrent subset and is replaced by a slow state $i$ in figure 8.

The successive application of the transformation approach and the aggregation technique appreciably reduces the number of states, viz, from 60 (figure 7) to 17 (figure 8), at the expense of more complex expressions for the inter-state transition rates.

Analytic processing of the model in figure 8 leads to:

\[ r_{RB}(r) = (\omega_1 \cdot \exp(-\pi_1 \cdot \eta_{sup,r}) + \omega_2 \cdot \exp(-\pi_1 \cdot \eta_{inf,r})) \cdot [\exp(-\pi_T \cdot \eta_{sup,r})(\phi_1(r) + \phi_2(r)) + \exp(-\pi_T \cdot \eta_{inf,r})(\phi_3(r) + \phi_4(r))], \]

where $\omega_i$, $\phi_i$, and $\pi_i$ are defined in (5).

The transformed Markov chain in figure 7 is quite complex because its state space is quite large; it is therefore impractical to obtain an exact solution of the reliability measure. However, the model of figure 7 is stiff, since the execution rates $\gamma_k$ are several orders of magnitude higher than the failure rates $\eta_{sup,k}$. The aggregation technique in [5] for systematically converting a stiff Markov chain into a non-stiff Markov chain with a smaller state space can be used; this technique gives good approximate solutions and, since the state space is reduced, analytic expressions can be derived.

In the aggregation algorithm, the transient states of the Markov chain are partitioned into:

- fast states for which there is at least one high-rate output transition
- slow states for which there are only low-rate output transitions.

The algorithm proceeds by first analyzing the transition matrix to determine states that cause stiffness (fast states). Then it separates them into near ergodic (recurrent non-null) subsets and/or a transient subset.

A steady-state analysis of each recurrent subset is carried out and each such subset is replaced by a slow state. The fast transient subset is analyzed to determine the conditional branching probabilities and the subset is replaced by a probabilistic switch.

Application of the aggregation technique to the model of figure 7 allows reduction to the non-stiff model in figure 8. Each state subset $\{i_1, i_2\}, i \in \{1, \ldots, 16\}$ of figure 7 forms a fast recurrent subset and is replaced by a slow state $i$ in figure 8.

The successive application of the transformation approach and the aggregation technique appreciably reduces the number of states, viz, from 60 (figure 7) to 17 (figure 8), at the expense of more complex expressions for the inter-state transition rates.

Analytic processing of the model in figure 8 leads to:

\[ r_{RB}(r) = (\omega_1 \cdot \exp(-\pi_1 \cdot \eta_{sup,r}) + \omega_2 \cdot \exp(-\pi_1 \cdot \eta_{inf,r})) \cdot [\exp(-\pi_T \cdot \eta_{sup,r})(\phi_1(r) + \phi_2(r)) + \exp(-\pi_T \cdot \eta_{inf,r})(\phi_3(r) + \phi_4(r))], \]

where $\omega_i$, $\phi_i$, and $\pi_i$ are defined in (5).
where \(\equiv\) implies "same order of magnitude", viz, within a factor of 10.

As indicated in section 2, our measure of interest is:

\[
R_{RB}(t,t+u) = R_{RB}(t+u)/R_{RB}(t).
\]

where \(R_{RB}(t,t+u)\) is the reliability of RB at time \(t\) and \(R_{RB}(t+u)\) is the reliability of RB at time \(t+u\).

In practice, this seldom occurs because \(y_x\) and \(y_T\) are generally many orders of magnitude higher than \(h_{p}(\infty)\) and \(h_{s}(\infty)\). It follows that the maintenance effort devoted to improving the reliability of RB should focus on the removal of faults that lead to common mode failures, viz, independent faults in the acceptance test and related faults between alternates, or between alternates and the acceptance test.

Considering again the various sources of failures — common mode failures and failures due to the activation of independent faults in \(P\) & \(S\), if the influence of independent faults in \(P\) & \(S\) is neglected, the failure intensity (9) becomes:

\[
h_{RB}(t) = \sum_{i=1}^{16} \alpha_i \beta_i \exp(-\beta_i(t+u))/\sum_{i=1}^{16} \alpha_i \exp(-\beta_i t)
\]

This result is important because it highlights the relationship between RB failure intensity and those of its components. Furthermore, (15) extends the result in [11,16] concerning the relationship between the equivalent failure rate of the RB and those of its components in stable reliability (when neglecting the influence of independent faults in \(P\) & \(S\)), to a more general relation between associated failure intensities when reliability growth is accounted for.

3.2.2 RB in stable reliability

The RB reliability in a stable-reliability situation can be evaluated either directly from the Markov chain of figure 6 or from the transformed and aggregated Markov chain of figure 8, making:

\[
\omega_X = 0 \text{ and } \bar{s}_{inf.X} = \lambda_X, \ X \in \{P,S,T,R\} \text{ in (5)}.
\]

This leads to:

\[
r_{RB}(t) = \exp(-((\lambda_S + \lambda_T \mu_S \gamma_S) \lambda_P \mu_S + \lambda_R) \mu)
\]

where \(\lambda_{eq}\) is the equivalent failure rate of the RB, corresponding to stable reliability. This result can be verified by direct processing of the model of figure 6 using the aggregation technique. This equivalent failure rate also corresponds to the failure intensity in (13) and (14) when all the reliability growth factors take on their minimum value (\(k_x=1\) and \(h_x(\infty)=\lambda_X\) for \(X \in \{P,S,T,R\}\).
For stable reliability:

\[ R_{\text{RB}}(t, t+u) = \exp(-\lambda_{\text{eff}}(t+u)/(t+u)) \exp(-\lambda_{\text{eff}}t) = \exp(-\lambda_{\text{eff}}t) \approx 1 - \lambda_{\text{eff}}t. \] (17)

As anticipated, it does not depend on time \( t \).

3.3. Sensitivity Analysis: Numerical Examples

These numerical examples illustrate the analytic results in section 3.2. We consider the following ranges for the \( \lambda_X \) & \( k_X \):

\[
5 \leq k_p \leq 10, \quad 2 \leq k_r \leq 5, \quad 2 \leq k_s \leq 5, \quad 1 \leq k_\gamma \leq 5.
\]

\[
10^{-3} \leq \lambda_T/\lambda_P \leq 10^{-1}, \quad 10^{-4} \leq \lambda_R/\lambda_P \leq 10^{-2},
\]

\[
1 \leq \lambda_S/\lambda_P \leq 10.
\]

This choice is due to the nature of an RB. The primary is executed several times before execution of the secondary. Reliability growth can thus be higher for the primary and might even be non-important for the secondary: since it is less frequently executed, it fails less frequently and then fewer modifications are therefore anticipated. Regarding the acceptance test, its reliability growth can be lower than that of the primary because, generally —

- emphasis is put on the validation of the acceptance test which is common to both alternates
- it is simpler than the alternates.

In operation, the reliability improvement of the acceptance test is anticipated to be not very high. With respect to related faults, it is anticipated that, thanks to the engineering techniques used during software specification and development to enhance software diversity, only few related faults will remain in the software when released for operation. As a result, the \( k_r \) is anticipated to be relatively small.

3.3.1. Influence of independent and related faults

Figure 9 plots unreliability, \( 1 - R_{\text{RB}}(t, t+u) \), with respect to \( (y_{\text{Pr}}, r) \) which corresponds to the mean number of executions performed by the RB in the absence of failure. Various curves are displayed and a large range of variation of \( y_{\text{Pr}}, r \) is considered to illustrate the impact on the reliability growth of RB of the reliability growth associated with each failure process. The range of time variation that is likely to be important in practice corresponds to the non-shaded regions of figure 9. The values of the failure rates are given with respect to \( \xi_{\text{inf}}, P \).

To highlight the impact of activation of independent faults in \( P \) or \( S \), two values of \( \xi_{\text{inf}}, P \) are used, as shown on figure 9. The main results from figure 9 are derived below. Two extreme situations are displayed:

- C1 corresponds to stable reliability with \( \lambda_X, X \in \{P, S, T, R\} \), taking on its asymptotic minimum values (\( \lambda_X = \xi_{\text{inf}}, X \)).

- C6 displays the evolution of RB unreliability when reliability growth due to the progressive elimination of the considered types of faults is taken into account.

The discrepancy between C1 & C6 illustrates error estimations that would be made when RB reliability is estimated assuming stable reliability, even though as is usually the case, the failure intensity function is not yet stabilized to its lower asymptotic value and the software-reliability is still growing. This discrepancy is directly related to the reliability growth factors of the processes and to the considered values for the failure rates.
corresponding to stable reliability. Because these failure rates take on their asymptotic values, optimistic results are obtained (curve C1).

Comparison of C2 — C5 with C6 allows us to analyze how the RB reliability evolves when maintenance is performed in order to remove design faults:

- removal of independent faults from P or S generally leads to non-important variations in RB reliability, the most important variations are observed when the acceptance test design faults or related faults are progressively removed,
- when the activation rate of the P independent faults is high \( (\text{int. P} = 10^{-4} \gamma_p \pi_p) \), the reliability improves in the beginning of the operational phase. When the elapsed time since the beginning of the operational use of RB is of the order of magnitude of \( 1/h_p(0) \) (which is generally small), the influence of independent fault removal from P becomes vanishingly small. After removal of faults with high activation rates (independent faults of P or S), low rate activation faults are revealed, (related faults and acceptance test faults).

Figure 9 shows that the removal of these faults leads to an important decrease in RB unreliability (C4 & C5). The maximum value and the rate of decrease of RB unreliability depends on the reliability growth factors \( k_r \) & \( k_p \) and on \( \omega_p \) & \( \omega_r \).

For the assumed values of the parameters associated with the acceptance test faults and related faults, the removal of faults from \( T \) appears to have the most important influence. The impact of reliability growth originating from the elimination of related faults is observed later during the operational phase, (when \( t \) is of the order of magnitude of \( 1/h_r(0) \) which in practice can be very high). If the failure intensity associated with fault activation in the acceptance test is lower than the failure intensity corresponding to related faults, a behavior analogous to that illustrated in figure 9 is observed. However, in this case, RB reliability is more sensitive to elimination of related faults than to elimination of acceptance test faults.

3.3.2. Influence of \( k_r \) & \( k_p \)

Figure 10 illustrates the relative influence of acceptance test faults and related faults on RB reliability: two sets of C1 — C3 are displayed, for each one of them, fixed values for \( h_p(0) \) & \( h_r(0) \), and various values for \( k_r \) & \( k_p \) are assumed. For example, different values for \( h_p(0) \) & \( h_r(0) \) correspond to two recovery block software packages with various qualities at the beginning of the operation phase, while different values of \( k_r \) & \( k_p \) correspond to various maintenance strategies adopted during the RB operation phase. Thus the RB reliability improvement depends on the extent to which related faults and the acceptance test faults are removed and on the maximum values of failure intensities at the beginning of the operation phase.

3.3.3. Influence of the execution rates \( \gamma_p, \gamma_s, \gamma_T \)

In the previous examples, RB reliability was evaluated with respect to \( \gamma_p \pi_p \) = mean number of executions performed in the environment in which the software is run, and the same values of \( \gamma_s \) & \( \gamma_T \) being considered. Nevertheless, it is also interesting to study the impact of these parameters on RB reliability.

A sensitivity analysis of RB reliability with respect to the execution rate variations has been conducted. These parameters appreciably affect RB reliability only when the failure intensities associated with activation of independent faults in P or S are high compared to the failure intensities relative to the activation of independent faults in T or related faults. When this does not occur, as anticipated from (15), only \( \pi_p \) & \( \pi_T \) affect the RB reliability. These parameters are specific to the environment in which the software is run and are not directly related to the software maintenance process.

3.3.4. Influence of mission duration

The influence of mission duration, \( \mu \), on system unreliability is illustrated in figure 11 which plots 2 sets of \([1 - R_{RB}(t,t+\mu)]\) corresponding to 2 values of \( \mu \); for each set, 3 values of \( k_T \) are considered. As anticipated from (3), \( \mu \) does not affect the shape of the unreliability curves.

3.4. Practical considerations

One of the key results from the sensitivity analyses is that RB reliability growth originates mainly from the removal of faults leading to common mode failures (acceptance test faults...
The other parameters have the same values as in figure 9.

Figure 11. Unreliability Curves for 2 Mission Durations vs $k_f$

and related faults) rather than from the elimination of independent faults revealed in the alternates. As a result, with respect to the maintenance process, since no major improvement in RB reliability is anticipated from the removal of independent faults, immediate correction is not necessary. Corrections can be delayed and then introduced within a new software version. However, the maintenance effort must not be limited to the identification and correction of faults leading to common mode failures, since the activity of identifying independent faults might reveal the presence of other residual faults whose consequence could be critical. An additional reason for removing independent faults in the primary is that their activation leads to performance overhead due to the secondary execution.

4. NVP MODELING & EVALUATION

Since the software systems considered in this paper tolerate a single fault, the architecture has 3 versions and a decider.

4.1. Model Derivation & Processing

Since we do not distinguish between detected and undetected errors, the system failures are due to:

- decider failures, or
- activation of related faults, or
- activation of at least two independent faults in two versions (leading or not to similar results).

Because the failures of the decider lead to NVP failure, the failure rate of the decider is merged with the failure rate corresponding to related faults.

The same modeling approach is adopted as for RB. The models and the corresponding expressions for stable reliability are summarized in figure 12a and for reliability growth (corresponds to the aggregated model) are summarized in figure 12b.

$$h_p(t) = 10^{-4} \gamma_p \pi_p$$
$$h_s(t) = 3 h_p(t)$$
$$h_f(t) = 0.5 h_p(t)$$
$$h_h(t) = 0.015 h_f(t)$$

<table>
<thead>
<tr>
<th>Curve</th>
<th>$k_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>5</td>
</tr>
<tr>
<td>C2</td>
<td>3</td>
</tr>
<tr>
<td>C3</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 12a. NVP Markov Model for Stable Reliability

$$\gamma_V$$ execution rate of the versions
$$\gamma_D$$ execution rate of the decider
$$\lambda_f$$ failure rate due to independent faults in one version
$$\lambda_R$$ common mode failure rate.

$$r_{NVP}(t) = \exp(-\lambda_f + \lambda_R) \pi_V = \exp(-\lambda_R)$$

$$\lambda_R = 6v/(2 + \gamma_V/\lambda_f)$$

Figure 12b. NVP Markov Model for Reliability Growth
The aggregated model in stable reliability can be obtained from figure 12a by aggregating the non-failed states or from figure 12b by making $\omega_v = 0$ (equivalent to removing states 1 - 7 and the corresponding transitions).

For case RB,

$$r_{NVP}(t) = \sum_{i=1}^{8} \alpha_i \exp(-\beta_i t)$$

$$\sum_{i=1}^{8} \alpha_i = 1, \alpha_i \geq 0.$$  (18)

$$h_{NVP}(0) = \pi_V k_R h_R(\infty) + \pi_V (6/\gamma_V) \cdot [k_i h_i(\infty)]^2,$$  (19)

$$h_{NVP}(\infty) = \pi_V k_R h_R(\infty) + \pi_V (6/\gamma_V) \cdot [h_i(\infty)]^2.$$  (20)

Since $\gamma_V$ is generally several orders of magnitude higher than the failure intensity associated with independent faults, (19) & (20) suggest that, as for RB (see (12) & (13)), independent faults in the versions have a lower impact on NVP reliability than related faults.

When the influence of independent faults can be neglected, a simpler expression for NVP failure intensity is:

$$h_{NVP}(t) = \pi_V k_R (\pi_V t).$$  (21)

4.2. Sensitivity Analysis: Numerical Examples

The reliability growth of the different versions is assumed to be the same for all the versions and of the same order of magnitude as the primary of a RB.

Figure 13 shows unreliability curves for NVP as a function of the mean number of NVP executions without failure: $\gamma_V \pi_V t$. As for figure 9, the non-shaded regions correspond to the range of time variation that is important in practice. To illustrate the impact of independent faults, two values of $k_{in fault}$ are considered, as shown in figure 13.

Figure 13 shows that if the reliability growth of the components of an NVP architecture is not taken into account, too-high estimations of global reliability are obtained once again (when the failure rates for stable reliability correspond to their minimum values). As for RB, reliability is more sensitive to the reliability growth of related faults. Even though independent faults have more impact on NVP reliability than on RB reliability, the conclusions are the same: independent faults have no important influence when the corresponding failure rates are small. The impact is felt only for high independent failure rates, i.e., when $6k_i^2/(2\gamma_i + \gamma_V) = 6k_i^2/\gamma_V \sim \lambda_R$.

The rate of evolution of NVP reliability towards the asymptotic behavior depends on reliability growth during the operational life. This is depicted in figure 14 which plots two sets (S1 & S2) of NVP reliability curves corresponding to two values for $h_R(0)$ (different values for $k_R$ are used for each set). Depending on the removal rate of the related faults and on the failure intensity at the beginning of the operational phase, various behaviors of NVP can be observed.

5. RB & NVP Comparison

Comparison of the failure intensity expressions for RB, (12) & (13), and NVP, (19) & (20), shows that, for NVP, removal of independent faults has more impact on reliability than for RB since the versions are run in parallel. Nevertheless, as the influence of independent faults is perceived only at the beginning of the operational phase when high failure rates are observed, their impact can be neglected. Then they should be compared by considering only faults leading to common-mode failures: related faults and independent faults in the acceptance test for RB and related faults and faults in the decider for NVP.

Comparison of failure intensity expressions for RB (15) and NVP (21) suggests that NVP is better than RB because the impact of related faults between the versions and the decider is likely to be greater for RB than for NVP due mainly to the fact that the acceptance test is specific to each application.
whereas the decider is generic to a large extent. When considering reliability growth, however, the rate of evolution of the failure intensity function depends on many factors; for instance, the maintenance activities could be different for RB and NVP. As a result, depending on reliability growth and on the values of the reliability growth factors observed, the reliability of RB could be better or worse than that of NVP.

Figure 15 shows this phenomenon; it plots unreliability curves with respect to the mean number of executions without failure: \( C_{RB,1}, C_{RB,2}, C_{RB,3} \) for RB, and \( C_{NVP} \) for NVP. For comparison purposes, it is assumed that at the beginning of the operational phase:

- the values of the failure intensities associated with the activation of independent faults in the primary and independent faults in one version are the same: \( h_P(0) = h_T(0) \).
- because the failure intensity associated with related faults in RB is anticipated to be higher than the failure intensity associated with related faults in NVP: \( h_P(0) \) for RB > \( h_T(0) \) for NVP.
- the failure intensity associated with activation of independent faults in the acceptance test for RB is higher than the failure intensity associated with the activation of related faults: \( h_T(0) > h_T(0) \) for RB > \( h_T(0) \) for NVP.
- \( \tau_r \) for RB = \( \tau_r \) for NVP: \( \tau_r = 1/(\gamma_P \pi_P) = 1/(\gamma_T \pi_T) \). \( \tau_r \) is the execution time without failure.
- to compare RB & NVP and to illustrate the impact of reliability growth due to maintenance activities, fixed values are attributed to \( k_R, \omega_R, k_T, \omega_T \) for NVP while various reliability curves are plotted for RB with various values of \( k_R, \omega_R, k_T, \omega_T \).

The numerical values of the model parameters are given in figure 15. Even though at the beginning of the operational phase, RB reliability is worse than that of NVP since the failure intensity of RB is higher than that of NVP, this can be reversed due to maintenance activities (compare \( C_{RB,2} \) to \( C_{NVP} \)).

However, the comparison above is only partial. Additional features have to be taken into account, such as the fact that, for RB, service delivery is suspended during error recovery, i.e., when the secondary is invoked.
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