Shared Planning and Control for Mobile Robots with Integral Haptic Feedback
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Abstract—This paper presents a novel bilateral shared framework for online trajectory generation for mobile robots. The robot navigates along a dynamic path, represented as a B-spline, whose parameters are jointly controlled by a human supervisor and by an autonomous algorithm. The human steers the reference (ideal) path by acting on the path parameters which are also affected, at the same time, by the autonomous algorithm in order to ensure: i) collision avoidance, ii) path regularity and iii) proximity to some points of interest. These goals are achieved by combining a gradient descent-like control action with an automatic algorithm that re-initializes the traveled path (replanning) in cluttered environments in order to mitigate the effects of local minima. The control actions of both the human and the autonomous algorithm are fused via a filter that preserves a set of local geometrical properties of the path in order to ease the tracking task of the mobile robot. The bilateral component of the interaction is implemented via a force feedback that accounts for both human and autonomous control actions along the whole path, thus providing information about the mismatch between the reference and traveled path in an integral sense. The proposed framework is validated by means of realistic simulations and actual experiments deploying a quadrotor UAV supervised by a human operator acting via a force-feedback haptic interface. Finally, a user study is presented in order to validate the effectiveness of the proposed framework and the usefulness of the provided force cues.

Index Terms—Shared Control, Motion Planning, Mobile Robot, Haptics

I. INTRODUCTION

Despite the significant progress of intelligent systems for robotics, many of the real world robotic missions cannot be reliably assigned to fully autonomous mobile robots. This is mainly due to the fact that robots are still limited in their world awareness and cognitive capabilities, and are thus unable to cope with the level of complexity encountered in field applications.

The presence of a human operator who possesses superior cognitive capabilities and skills, e.g., reasoning and decision making, is a tenable way to overcome this limitation while still retaining the advantages of an autonomous robot. Therefore, most real-world applications include a human-in-the-loop whose role is to directly control or supervise the robot operation. This kind of human centered robotic system, which is defined based on shared autonomy between an autonomous robot and a human agent, to attain a collective behavior requires a comprehensive system to fuse the autonomous robot action plan with the human corrective actions.

Moreover, the presence of a human operator as supervisor of a robotic system is in many cases required by laws and regulations due to safety concerns; Unmanned Aerial Vehicles (UAV) are a representative example of this situation as they are generally not allowed to fly unsupervised in urban and populated environments.

When the robot is operated in a remote environment, providing the human operators with the haptic feedback besides visual feedback plays an essential role in improving the operator performance by increasing their situational awareness [1, 2, 3, 4]. Furthermore, haptic feedback has the advantage of requiring little bandwidth in comparison to video streaming, thus making it suitable for applications on which the telecommunication bandwidth is crucial, e.g., remote control of underwater vehicles [5] or intercontinental control of mobile robots over the Internet [6].

The bilateral teleoperation of mobile robots is a paradigm that allows the operator to command the current desired state of the robot (e.g., the desired position) while providing the operator with a feedback proportional to the ‘mismatch’ between the commanded action and the measured one. The downside of bilateral teleoperation is that the human operator is always in charge of directly steering the robot during the task—a commitment that can be overly demanding. Furthermore, such an instantaneous interaction between the human operator and the controlled robot is unnecessary in all those applications where the robot has to follow a predefined (i.e., computed offline) path, and the human operator is just supposed to provide, if necessary, on-the-fly modifications of this plan. This is a common characteristic of many applications, such as environmental monitoring missions [7], airborne traffic
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surveillance systems [8], robotic inspection and mapping systems for maintenance of construction projects [9], photogrammetry and remote sensing using unmanned aerial systems [10], the coverage tasks that are intended to create 2D or 3D map of the environment [11, 12], and also the coverage tasks in ‘urban search and rescue’ applications [13].

Inspired by these considerations, the first goal of this paper is to propose an extension of the classic bilateral shared control for mobile robots: the aim is to shift the interaction between the human operator and the mobile robot directly at the planning level, by letting the human controlling the planned path over a given future (and non-negligible) time window rather than the robot itself. The proposed shared control architecture will consist of several of these components:

1) a user in charge of modifying online the shape of a planned path;
2) a robot following the path modified by the human user, but also able to autonomously correct it in order to meet additional local requirements (for example collision avoidance, actuation feasibility, and so on);
3) a bilateral interface between robot and human able to feed back to the operator force cues based on the mismatch between the commanded/ideal path and the one actually followed by the robot after the autonomous corrections have taken place.

The second goal of this paper is to assess the effectiveness of the proposed shared planning architecture in terms of performance in task execution and usability by a human operator. For this purpose, we report the results of an extensive user study in a plausible application scenario.

The rest of the paper is organized as follows: Sec. I-A reviews the existing literature and illustrates the main ideas and contributions of this paper. Section II introduces the model of the path and of the environment. The structure of the proposed framework is then described in Sec. III and its components are detailed in Secs. IV to VIII. Simulations and real experiments that demonstrate the workings of the proposed framework works are presented in Secs. IX and X, while the results of the user study are discussed in Sec. XI. Finally, Appendix B presents some remarks to generalize the proposed approach to 3D, Appendix C contains some proofs, and Appendix D provides a short overview on the notation adopted for B-splines.

A. Related Work and Contributions

Shared control is a concept that has first emerged in telerobotics as a paradigm to distribute the control over the execution of a task between operator and teleoperator [14]. The fundamental idea of this paradigm is to endow the robot with a moderate intelligence that gives it the ability to alter the human’s commands in two ways: 1) by assigning different subtasks to the human and to the autonomous system, and then blending their individual control actions; 2) by using a haptic (force) feedback that modifies the interaction of the human with the control interface.

More in general, shared control has been adopted in a broad variety of robotic assignments both to simplify the user’s mental commitment and to increase performance diminishing his/her authority. For example, [15] exploited the autonomy of the robot to cope with the large time delays encountered in space applications. [16] required a surgical robot to autonomously compensate for the patients movement in order to facilitate the surgeon’s task. [17] proposed shared control as a mechanism to assist a human operator in the manipulation of microspheres with optical tweezers. Shared control was also used by [18] and [19] as a driver support system for car pilots and by [20] for cooperative manipulation of objects between human workers and a remotely operated humanoid robot.

In recent years shared control has been successfully extended to mobile robots as a solution to increase the situation awareness of a human operator who is teleoperating ground robots or UAVs in cluttered environments [21, 22, 23, 24, 25]. Along these lines, [26] presented a UAV bilateral teleoperation scheme in which the velocity of the robots formation is controlled by the position of a haptic device with a guaranteed passivity of the teleoperation system despite communication delays and other non-idealities [27, 28], and an admittance based bilateral teleoperation system architecture for environmental force reflection proposed for mobile robots in [29]. Another scenario is studied by [30], where the formation is defined in terms of relative bearings among the robots and up to a scale factor, with the operator in charge of commanding the overall translations, rotations along a vertical axis and contractions/expansions of the whole group.

Recently another paradigm of remote control, called assistive teleoperation, has also been proposed. Similarly to shared control, this paradigm stems from the idea of embedding higher intelligence in the control interface of the user in order to augment his/her commands. The distinctive characteristic of assistive teleoperation, formalized by [31], is that the robot attempts to predict the user’s intent and then uses this prediction for producing a motion plan which is finally blended with the operator’s input via a weighted sum driven by an arbitration function. The method proposed by [31] lets the operator setting waypoints or giving velocity commands to the robot, and it is goal-oriented since the planning assumes that each new scene has a set of reachable goals. This goal-oriented formulation is well suited for tasks such as reaching and picking up an object, and relieves the user from a direct and continuous control of the robot. However, this formulation does not provide the human operator with the possibility of modifying the path to be taken, and it is not immediately applicable to goalless applications that focus primarily on the route/path to be followed (as, e.g., in monitoring or surveillance). The assistive framework has also been adapted by [32] to perform tracking tasks; however, this adaptation relies on the fact that the user acts as a pilot who continuously steers the tracked point.

The application of shared control is not limited to mobile robots freely moving in the environment; shared control for physical human–robot interaction is also a popular approach; a collection of recent works about shared control for physical human–robot interaction with focusing on intent detection, arbitration, and communication aspects are presented in [33]. In particular, trajectory deformation in shared control of robots with physical interaction is considered in [34], a game-theoretic based adaption law presented in [35] allows the robot to adjust its own role according to human intention which is
Inferred through the measured interaction force, and a visual-based shared control for telemanipulation is presented in [36]. Finally, shared control is also widely used in driver assisting systems for road vehicles [37, 38, 39].

A common denominator of all these prior works is that the human operator is forced to control directly the motion of the robot(s) in order to follow a certain trajectory. The controlled robot does possess some autonomy but it always needs the user’s inputs for steering a target point (e.g., using velocity commands) in order to navigate through the environment. On the other hand, our proposed framework aims at changing the role of the human teleoperator in a shared architecture by putting him/her in charge of directly modifying the path followed by the robot. Note that this is also quite different from the assistive approach in which the operator sets waypoints and a planner uses them for computing a path. In fact, in that case the operator does not have direct control over the final path (which is ultimately chosen by the planner). Furthermore, adding new waypoints does not allow the operator to modify the part of the path that is already planned.

Summarizing, the framework presented in this paper proposes a novel perspective to the problem of shared and assistive control of mobile robots. The main features of the proposed solution are:

1) The human operator is in charge of correcting online the desired path followed by robot, rather than steering a point to be tracked. This implies that the user is not required to provide commands as long as the planned path does not need any modification (and the robot can just travel along it). Secondly, by modifying the planned path the operator can affect how the robot will behave over a future time window, and not just only around its current pose.

2) The mobile robot autonomously follows the path selected online by the user, but with the possibility of adjusting it to meet additional requirements, e.g., feasibility.

3) In previous works, the blending of human and autonomous control actions is often fairly simple, typically a weighted sum of the two terms or slight variations of this technique e.g. use a hysteresis switch to combine the control actions of the human and of the feedback loop [40]. In this work, we instead introduce a new blending technique that uses the concept of null-space projection to ensure important geometrical properties of local continuity of the path.

4) The force feedback provided to the operator is proportional to the mismatch between the planned and actual path travelled by the robot (i.e., exploiting an error signal evaluated, in an integral sense, along the whole future trajectory). Therefore, the force feedback do not provide an information about the current tracking error but, rather, about the overall planned motion — from which the proposed terminology “integral haptic feedback”.

The framework in the paper proposed to share the planning and control between a human operator a robot. For the practical applications, such as the presented USAR scenario of the Sec.11, the proposed framework requires localization in the environment map. This map could be a global map of the environment, but not necessarily a perfect one; the map could be updated while performing the task, by detecting objects in the environment using the on-board perception system (that is also a necessity for any collision avoidance system). It is important for the the proposed algorithm to have the pose of the robot, obstacles, and points of interest. In other words, planning and correction could be performed locally to the extend of known map in which the robot is localized. If the localization fails, and that could be recognized by the human operator, who benefits from a superior intelligence and cognitive capabilities, or even autonomously by checking measures such as pose covariance in case of deploying filtering methods, e.g., EKF localization or by checking the particles distribution of in case of using particle filter method, the human operator takes over the control and will safely guide the robot by switching back to teleoperation control mode, which could be implemented based on visual servoing techniques in which the robot receives velocity commands.

Parts of this work have been preliminarily presented [41, 42]. With respect to these previous publications, in this paper we provide: (i) a more thorough and formal explanation of all the components of the framework, (ii) additional theoretical proofs about the regularity and collision avoidance of the planned path, (iii) novel simulations and experiments, and (iv) a user study that investigates the benefits of the framework in terms of performance and ease of use. We want to remark that the simulations and experiments presented in this paper are original and expand our previous results shown. On one hand, w.r.t. our previous simulations [41] in this manuscript we offer a more detailed view of the framework. On the other hand, while our previous experiments [42] focused on demonstrating the real world effectiveness of the autonomous components of the framework (obstacle avoidance), the experiments in this paper are meant to show how the user can command different paths, both open and closed, using a variety of commands and give more insight on the effect of these commands on the path itself.

II. Preliminaries

a) Path: We consider paths represented by B-splines. Without loss of generality, and for the sake of clarity, we present the proposed framework in $\mathbb{R}^2$. This approach is independent from the dimension of the path, and deploying it in $\mathbb{R}^3$ is straightforward as presented in Appendix B.

B-splines are a simple yet powerful tool for path planning which can be used to exactly represent or approximate arbitrary shapes with desired smoothness. The family of planar B-spline curves here considered is described by the function

$$\gamma : \mathbb{R}^n \times S \rightarrow \mathbb{R}^2,$$  

(1)

where $S \subset \mathbb{R}$ is a compact set. A B-spline curve of this family is a function

$$\gamma(x, \cdot) : S \rightarrow \mathbb{R}^2, \quad s \mapsto \gamma(x, s)$$  

(2)

that is parameterized by the vector of control points $x = (x_1^T \cdots x_n^T)^T \in \mathbb{R}^{2n}$. According to this notation $\gamma(x, s) \in \mathbb{R}^2$ is a single point of the B-spline curve, i.e., the point obtained by evaluating the function $\gamma(x, \cdot)$ in $s \in S$. 
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Finally, the path corresponding to the B-spline curve \( \gamma(x, \cdot) \) is

\[
\gamma_S(x) = \{ \gamma(x, s) \in \mathbb{R}^2 \mid s \in S \},
\]

i.e., the set of points obtained by varying the coordinate \( s \) within \( S \). The control points \( x \) parameterizing the B-spline determine the shape of the path \( \gamma_S(x) \).

B-splines depend on other parameters beside the ones introduced so far, namely 1) the degree \( \lambda \), which determines how many times the curve is continuously differentiable w.r.t. \( s \), and 2) the knots \( s_1, s_2, \ldots, s_l \) that determine the set \( S = [s_1, s_l] \) and are used in the evaluation of the B-spline for a certain \( s \).

For the purpose of this framework these additional parameters are considered constant and have been omitted from (1)-(3) in order to ease the notation. Further details on these parameters and, in general, on the B-spline structure can be found in Appendix D.

b) Robot: The mobile robot considered for the task is assumed to possess a characteristic point capable of traveling with non-zero speed along sufficiently smooth B-spline paths (3). Such a path-followability property is met by differentially flat systems under mild conditions [43, 44], i.e., i) the initial state of the system is consistent with the path, and ii) compatibly with the constraints on input and state, the system can visit in steady state each point of the path, e.g., with a low constant speed. These conditions are reasonable for mobile robots because they are in large part (differentially) flat with a characteristic point as part of the flat output see e.g., [45, 46, 47], or equivalently, feedback linearizable with the characteristic point taken as linearizing output [48], and most real world applications require slow motions, e.g., to collect data from the environment. As a concrete example of such mobile robot, the robot used in our simulations and experiments (Secs. IX to XI) is a quadrotor UAV flying at a constant altitude.

c) Constraints: The quadrotor UAV used in our simulations can freely translate in space, up to its actuation limits. However, other robots may have other constraints on the possible paths they can follow. Indeed, while for an omnidirectional robot any path is feasible, non-holonomic robots in general require a smooth-enough path with, often, bounded geometric derivatives [49]. For instance, the bounds on velocity and bank angle of a fixed-wing aircraft can be formulated as a minimum curvature requirement [50], whereas the motion of a car-like vehicle with \( n \) trailers poses constraints on the first \( n \) derivatives of the curvature [49]. Also relevant in this regard is the work [51], which achieves the teleoperation of a non-holonomic steerable needle by imposing a curvature constraint on the Cartesian path.

In order to keep the formulation general and not overly complicated we do not consider in this paper such constraints but we will address their inclusion in future studies. A few comments in this sense are given in Sec. XII. We do, however, consider one important constraint that is generally required by any mobile robot for producing a smooth motion without any stops: the path must be free of singularities. We recall that a singularity for a parametric path is deﬁned as follows:

**Definition 1.** A point \( \gamma(x, s) \) with \( x \in \mathbb{R}^n \), \( s \in S \) and such that \( \frac{\partial \gamma}{\partial s} \bigg|_{(x,s)} = (0 \ 0)^T \in \mathbb{R}^2 \) is called a singularity of \( \gamma_S(x) \).

A path \( \gamma_S(x) \) without singularities is called "regular".

Regularity of the path is an important requirement since at a singularity the direction of motion, i.e., the tangent vector, vanishes. Geometrically, this situation could correspond to a cusp or a backtracking in the path, as illustrated in Fig. 1. In order to prevent the occurrence of singularities in \( \gamma_S(x) \), the control points \( x \) must be chosen accurately. This is explained by the following definition.

**Definition 2.** Consider a regular path \( \gamma_S(x) \) of degree \( \lambda > 0 \), with \( S \subset \mathbb{R} \) and \( x = (x_1^T \ x_2^T \ \ldots \ x_n^T)^T \in \mathbb{R}^{2n} \). Let \( B_i^\lambda(s, s) \) be the basis function associated to \( x_i \), and let \( \gamma_i^\lambda(x, s) = B_i^\lambda(s, s) \gamma(x, s) \) be the control point \( x_i \). Let \( \gamma_i^\lambda(x, s) \) be the collection of points \( \Omega_i(x) = \{ x_i^\lambda(x, s) \mid s \in S_i \} \).

**Remark 1.** In Definition 2, if \( i - \lambda \leq 0 \), use \( s_{i-\lambda} \) instead of \( s_i \).

Details on the computation of \( x_i^\lambda(x, s) \) are given in Appendix D where it is also shown that for each \( s \in S_i \) the point \( x_i^\lambda(x, s) \) is unique and independent from \( x_i \). The interpretation of singular curves is twofold. Firstly, a path \( \gamma_S(x) \) is regular if none of its control points lies on the corresponding singular curve. Secondly, if \( \gamma_S(x) \) is regular, the singular curve \( \Omega_i(x) \) describes how the control point \( x_i \) can be modified without creating singularities. These concepts are illustrated with an example in Fig. 1.

d) Environment: The environment where the task takes place is populated by static obstacles to be avoided, and by points of interest to be reached.

In this venue, obstacles are simple primitive shapes that can approximate objects to be avoided with a sufficient level of accuracy. Indeed, since the focus of this paper is not on
obstacles detection and mapping, we keep a simple formulation and 1) approximate the any object to be avoided by only using circles with a fixed radius $R_0$, and 2) assume presence of an “obstacle provider” in charge of generating the position of the centers $O \in \mathbb{R}^{2 \times n_O}$ of the obstacle circles. With this setting, the path $\gamma_S(x)$ is considered to be collision free if it lies outside the obstacle circles.

The extension of our framework to use other approximating shapes (e.g. rectangles, ellipses) is straightforward. In fact, the actual information needed by the reactive controller presented in Sec. V is the relative distance and direction between the obstacles (simple primitive shapes) and the path (numerically discretized). The points of interest (PoI) represent important locations for the task, e.g., meeting points, or fixed stations for data transfer, and are represented as a finite set of points whose positions are collected in the vector $I \in \mathbb{R}^{2 \times n_I}$.

III. OVERVIEW OF THE PROPOSED FRAMEWORK

The idea behind our approach is to let a human operator modify in real-time the shape of the path to be followed by the mobile robot with the assistance of an autonomous algorithm in charge of correcting, when necessary, the operator’s commands for ensuring path regularity and satisfaction of any requirement regarding obstacles and PoIs. Note that other goals of interest, such as, e.g., minimum path curvature or length, could be also be included in our framework.

Path modifications are realized by introducing a time dependency in $x$, so that $\gamma(x(t), s)$ in (2) becomes a time-varying point and $\gamma_S(x(t))$ in (3) a time-varying path. Note that, by introducing also a signal $s(t)$ in (3), then $\gamma(x(t), s(t))$ provides the reference trajectory for the robot according to the well-known decoupled design in path and timing law [52, 53].

We do not consider the design of a timing-law $s(t)$ to be the focus of this paper and, therefore, in our simulations and experiments (Secs. IX to XI) we simply adopted a signal $s(t)$ able to keep a low travelling speed by modulating it with the curvature of the path. The interested reader can find in the literature more sophisticated algorithms for the generation of $s(t)$, see for example the works of [43] and [54].

The core of our framework is the dynamic system that generates online the signal $x(t)$. Formally,

$$\dot{x} = N \left( u_h + u_a \right), \quad x(0) = x_0, \quad N \in \mathbb{R}^{2n \times 2n} \quad (4)$$

where $u_h \in \mathbb{R}^{2n}$ is an input provided by the human operator (described in Sec. IV), $u_a \in \mathbb{R}^{2n}$ is the automatic action provided by system (described in Sec. V), and $N \in \mathbb{R}^{2n \times 2n}$ is a filtering term used to blend the two control signals (described in Sec. VI). We assume that the initial condition $x_0$ corresponds to a regular and collision-free path. For example, the initial path can be the output of an exploration algorithm planning the next move based on the current partial map, or of a coverage method that selects one specific path among a predefined family of curve patterns. In general, the trajectory initialization could also be repeated over time, for instance when the robot has almost completed the current trajectory. In Sec. VII we also show how $x$ can be automatically reinitialized in order to better span the environment in presence of obstacles.

The proposed framework, illustrated in Fig. 2, consists of the following elements:

- **Human guidance**: it provides the signal $u_h$ in (4) for steering the travelled path $\gamma_S(x(t))$ towards a desired path $\gamma_S(x_d(t))$, which is modified by the human operator via an actuated multi-DoFs input device.
- **Autonomous corrector**: it provides the signal $u_a$ in (4) for correcting, when necessary, the human’s commands so as to keep the travelled path $\gamma_S(x(t))$ free of singularities and compliant with the presence of obstacles and PoIs in the environment.
- **Blending filter**: it provides the projection term $N$ in (4) which blends the actions of the human guidance and autonomous corrector by locally filtering path modifications at the point travelled by the robot.
- **Replanner**: it reinitializes the vector $x$ for replanning the actual (travelled) path $\gamma_S(x)$ in proximity of obstacles (when necessary) in order to escape from local minima.
- **Haptic feedback**: it closes the interaction-loop with the human operator by providing force cues (via an actuated input device) meant to physically inform the operator about any change generated by the autonomous correction or by the correction filter to his/her suggested path modifications.

The five parts of the framework are thoroughly described in Secs. IV to VIII.

IV. HUMAN GUIDANCE

The human guidance is implemented via an input device having $m$ fully-actuated DoFs, with $1 \leq m \leq 2n$. An example of actuated input device is illustrated in Fig. 5. The device is modelled as a generic (gravity pre-compensated) mechanical system

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} = \tau + \tau_h \quad (5)$$

where $q \in \mathbb{R}^m$ is the configuration vector of the device, $M(q) \in \mathbb{R}^{m \times m}$ is the inertia matrix, $C(q, \dot{q}) \in \mathbb{R}^{m}$ are the Coriolis and centrifugal terms, and $\tau, \tau_h \in \mathbb{R}^m$ are the control and human forces, respectively. The computation of $\tau$ is done automatically by the haptic feedback algorithm and is described in Sec. VIII.

The idea of the human guidance is to use the configuration vector $q$ to generate $u_h$ in (4) and thus modify the reference path. When designing this action we must take into account...
the dissimilarity between the workspace of the input device and the generally much larger workspace where the path is specified. A common approach to overcome this limitation, in particular in the case of mobile robots, is to map the configuration \(q\) to a velocity of the controlled system (here the control points \(x\)) through a memoryless mapping \(e.g.\ [26, 55, 30]\). We depart from this solution by introducing a memory of the operator’s directives so that, in case of vanishing autonomous perturbations (\(e.g.,\ when the path is steered away from obstacles\)), \(\gamma_S(x)\) can be restored to the ideal path intended by the human. We define the mapping from \(q\) to \(u_h\) as the dynamic system

\[
\dot{x}_h = Q(x_h)Kq, \quad x_h(0) = x_0 \tag{6}
\]

\[
u_h = \dot{x}_h + k_h(x_h - x) \tag{7}
\]

where \(x_h = (x_{h,1}^T \cdots x_{h,n}^T)^T \in \mathbb{R}^{2n}\), \(K \in \mathbb{R}^{m \times m}\) is a diagonal matrix of positive gains, \(Q : \mathbb{R}^{2n} \to \mathbb{R}^{2n \times m}\) is a nonlinear mapping and \(k_h > 0\). Vector \(x_h\) defines the desired path \(\gamma_S(x_h)\) that is only modified by the operator through mapping (6) and thus constitutes the memory of the user’s commands. Equation (7) then implements \(u_h\) by combining the velocity commanded by the human (\(i.e.,\ x_h\)) with an action proportional to the discrepancy between the ‘travelled’ \(x\) and ‘desired’ \(x_h\).

Matrix \(Q\) in (6) determines how the operator can influence the path by manipulating the input device, therefore it should be chosen carefully. Clearly there is not a unique “correct” choice for \(Q\). However, a reasonable guideline for an intuitive interface is to map \(q\) to a limited number of ‘canonical’ transformations of the path that can be easily managed by the operator, such as translations or changes of scale. Following this suggestion, \(Q\) is taken as the juxtaposition of \(l\) elementary matrices \(Q_l(x_h) \in \mathbb{R}^{2n \times \nu_i}\) with \(i = 1 \ldots l\)

\[
Q(x_h) = (Q_1(x_h) \mid \ldots \mid Q_l(x_h)), \tag{8}
\]

where \(1 \leq l \leq m\), \(1 \leq \nu_i \leq m\), and \(\sum_{i=1}^l \nu_i = m\). Partition (8) induces a corresponding partition of \(q\)

\[
q = (q_1^T \mid \ldots \mid q_l^T)^T
\]

with \(q_i \in \mathbb{R}^{\nu_i}\) for \(i = 1 \ldots l\). Each \(q_i\) is thus mapped through the corresponding elementary matrix \(Q_i(x_h)\) to a different canonical transformation of the desired path.

Clearly, the expression of matrix \(Q_l(x_h)\) depends on the chosen canonical path transformation and cannot be described in a unique, general way. Here we present three examples of canonical path transformations that can result in an intuitive interface for the human operator: translations, changes of scale and rotations.

**Translation:** As a first canonical path transformation we want to map the sub-configuration \(q_1 \in \mathbb{R}^2\) of the input device to a translation of the whole path. This can be easily achieved by moving all the control points \(x_{h,1}, \ldots, x_{h,n}\) with the same velocity, namely choosing \(Q_1(x_h)\) as

\[
Q_1(x_h) = I_{2n} \tag{9}
\]

where \(I_{2n} \in \mathbb{R}^{2n \times 2n}\) is the identity matrix. Notice that \(Q_1\) does not depend on \(x_h\), since the velocity applied to each control point is simply a scaled version of vector \(q_1\), without further transformations. An illustration of this transformation is shown in Fig. 3a.

**Scaling:** As a second canonical path transformation we want to find a map that transforms the sub-configuration \(q_2 \in \mathbb{R}\) to a change of the scale of the whole path w.r.t. a point \(\bar{p} \in \mathbb{R}^2\). This behaviour can be achieved by a coordinated motion of the control points towards/from \(\bar{p}\). We then choose \(Q_2(x_h)\) as

\[
Q_2(x_h) = x_h - I_n \otimes \bar{p} \tag{10}
\]

where \(I_n\) is an \(n\)-dimensional column vector of ones and \(\otimes\) is the Kronecker product. An illustration of this transformation is shown in Fig. 3b.

**Rotation:** As a third canonical path transformation we want to find a map that transforms the sub-configuration \(q_3 \in \mathbb{R}\) to a rotation of the whole path w.r.t. a point \(\bar{p} \in \mathbb{R}^2\).

![Example of canonical path transformations](image)
This behaviour can be achieved by a coordinated motion of the control points on circles centered in \( \mathbf{p} \). We then choose \( Q_3(x_h) \) as

\[
Q_3(x_h) = \text{diag}(I_2, \cdots, I_2)(x_h - 1_n \otimes \mathbf{p}),
\]

where \( I_2 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) and \( \text{diag}(\cdot) \) denotes a diagonal (or block diagonal) matrix with its argument as the diagonal entries. See Fig. 3c for an example.

**Remark 2.** As explained, the three canonical path transformations here presented are meant to demonstrate the flexibility of the command interface given by (6,7,8). It would also be possible to implement a command interface that enables local modifications for finer control of the planned motion, as shown by [41]. Note also that the chosen individual canonical path transformations are not limited to be used separately, but they can also be exploited simultaneously as shown by the example in Fig. 3d.

V. AUTONOMOUS CORRECTION

The purpose of this control action is to guarantee feasibility of the path by realizing the following two objectives (“hard constraints”):

**Objective 1.** Maintain the path \( \gamma_S(x) \) collision free.

**Objective 2.** Maintain the path \( \gamma_S(x) \) regular.

Other requirements not relevant for path feasibility, but still of interest for the application at hand, can be included as lower priority objectives (“soft constraints”). As previously mentioned, here we consider the following qualitative requirement:

**Secondary objective.** Attract the path \( \gamma_S(x) \) towards those PoIs within a distance \( R_\varepsilon \) from the path itself.

In order to satisfy all the objectives we design \( u_a \) as the sum of three reactive terms

\[
u_a = u_{a,O}(x, \Omega) + u_{a,R}(x) + u_{a,I}(x, \mathcal{R}).
\]

The three terms in (12) are detailed in the rest of this section.

**Objective 1: implementation:** We choose \( u_{a,O} \) as

\[
u_{a,O} = -\sum_{o \in \mathcal{O}} \int_{\mathbb{R}^2} \left( \frac{\partial \phi(x, s)}{\partial x} \right)^T \left[ \frac{\partial \phi(x, s)}{\partial s} \right] \bigg|_{x(t)} ds
\]

where \( \phi : \mathbb{R}_{\geq R_O} \rightarrow \mathbb{R}_{>0} \) is a smooth distance-based artificial potential function such that

\[
\phi = 0 \quad \text{if} \quad \|\gamma(x, s) - o\| \geq R_O,
\]

\[
\phi \rightarrow \infty \quad \text{if} \quad \|\gamma(x, s) - o\| \rightarrow R_O^+,
\]

where \( R_O > R_O \) and \( R_O^+ \) indicates that the threshold \( R_O \) is approached from the right. An example of \( \phi_O \) is depicted in Fig. 4.

The intuitive interpretation of (13) is that, for every obstacle \( o \in \mathcal{O} \), the artificial potential \( \phi_O \) exerts on every point \( \gamma(x(t), s) \) a repulsive velocity \( -\dot{p}_o(s) \) directed away from the obstacle. The intensity of the repulsive velocity grows as \( \gamma(x(t), s) \) approaches the boundary \( R_O \) of the obstacle sphere. This repulsive velocity is mapped onto the \( \mathbb{R}^{2n} \) space of control points by the pseudo-inverse \( \frac{\partial \gamma(x, s)}{\partial x} \) which inverts the relation

\[
-\dot{p}_o(s) = \frac{\partial \gamma(x, s)}{\partial x} \frac{d\gamma(x, s)}{dt} = \frac{\partial \gamma(x, s)}{\partial x} \dot{x},
\]

where \( \frac{\partial \gamma(x, s)}{\partial x} \dot{s} \) does not appear because \( s \) in (13) is not a function of time. Finally, the line integral in (13) evaluates the effect of the artificial potential over all the points of the path. From a practical standpoint, the analytical expression of (13) can be hard to determine, so that an efficient numerical evaluation of the integral may be used.

**Objective 2: implementation:** We choose \( u_{a,R} \) as

\[
u_{a,R} = -\sum_{i=1}^n \int_{S_i} \left( \frac{\partial \phi_R([x_i - x^*_i(x, s)])}{\partial x} \right)^T \bigg|_{x(t)} ds
\]

where \( S_i \) was introduced in Definition 2 and \( \phi_R : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{>0} \) is a smooth distance-based artificial potential function such that

\[
\phi_R = 0 \quad \text{if} \quad \|x_i - x^*_i\| \geq R_R,
\]

\[
\phi_R \rightarrow \infty \quad \text{if} \quad \|x_i - x^*_i\| \rightarrow 0^+.
\]

Furthermore, \( \phi_R \) is strictly monotonic in \([0, R_R]\). An example of \( \phi_R \) is depicted in Fig. 4.

The action of potential \( \phi_R \) in (14) is twofold. On one hand, it steers \( x_i \) away from the points \( x^*_i \) forming the singular curve \( \Omega_i(x) \) (see Definition 2). On the other hand, it steers the control points which determine the shape of \( \Omega_i(x) \), so that \( \Omega_i(x) \) moves away from \( x_i \). As in the previous case, for the implementation of (14), a numerical evaluation of the integral may be needed in practice.

**Secondary objective: implementation:** We choose \( u_{a,I} \) as

\[
u_{a,I} = -\sum_{r \in I} \left( \frac{\partial \phi_I([\gamma(x, s) - r])}{\partial x} \right)^T \bigg|_{x(t), \dot{s}_r} \mathbf{p}_r(s_r)
\]

where \( s_r \) indicates the coordinate of the point of \( \gamma_S(x) \) closest to \( r \), i.e., \( s_r = \arg\min_{s \in S} \|\gamma(x, s) - r\| \), and \( \phi_I : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{>0} \) is a smooth distance-based artificial potential function designed such that

\[
\phi_I = 0 \quad \text{if} \quad \|\gamma(x, s) - r\| = 0,
\]

\[
\phi_I = U_I > 0 \quad \text{if} \quad \|\gamma(x, s) - r\| \geq U_I.
\]
Furthermore, \( \varphi_T \) is strictly monotonic in \([0, R_T]\) and it has zero slope at 0 and \( R_T \). An example of \( \varphi_T \) is depicted in Fig. 4. Unlike the potential functions \( \varphi_O \) and \( \varphi_R \), function \( \varphi_T \) has bounded slope because the secondary objective \( V \) is at lower priority w.r.t. Objectives 1–2.

The interpretation of (15) is similar to the one of \( u_{a,O} \) (cfr. (13)), but in this case the potential \( \varphi_T \) exerts an attractive velocity with bounded intensity on the single point \( \gamma(x, s_r) \). From a practical point of view, \( \varphi_r \) in (15) can again be computed numerically.

VI. BLENDING FILTER AND OBJECTIVE FULFILLMENT

The previous sections illustrated how the human’s and autonomous control actions, i.e., \( u_h \) and \( u_a \), are designed. The next step is to blend these two actions and finally provide the evolution \( \dot{x} \) of the control points in (4). The most common approach to blend human’s and autonomous controls is to sum the two signals e.g. [24]. In this work we adopt a novel approach in order to satisfy a further objective described in the following. To this end, let \( \dot{x}^{(k)} \) indicate the \( k \)-th derivative of a function w.r.t. time, e.g., \( \dot{x}^{(k)}(t) = \frac{d^k x(t)}{dt^k} \).

**Objective 3.** Suppose that an external algorithm provides a timing law \( s(t) \in C^k \) together with its first \( k \) derivatives, and denote with \( p(t) = \gamma(x(t), s(t)) \) the trajectory tracked by the robot. The trajectory time derivatives \( \dot{p}(t), \ddot{p}(t), \ldots, p^{(k)}(t) \) must not be affected by the time derivatives of the curve parameters \( x(t) \) at the current \( s(t) \).

Objective 3 is particularly important for preventing that path modifications caused by \( u_h \) and \( u_a \) result in an unfeasible reference trajectory for the robot at its current location on the curve. This could happen, for example, if the operator abruptly steers the path sideways with respect to the current velocity of the robot (see Fig. 5a).

Furthermore, in order to exploit the differential flatness for the computation of the robot input commands, the signals \( \dot{p}(t), \ddot{p}(t), \ldots, p^{(k)}(t) \) must be available. Objective 3 allows to compute these signals without knowledge of the derivatives of \( u_h \) and \( u_a \) (which are not available) that would be required for evaluating \( \dot{x}(t), \ldots, x^{(k)}(t) \).

Another useful property resulting from Objective 3 is that the trajectory derivatives at a given time \( t \) only depends on the derivatives of \( s(t) \) and not on the derivatives of \( x(t) \). This allows to control the instantaneous reference motion of the robot by just choosing \( s(t) \), regardless of any underlying path modification. For instance, by keeping \( s(t) \) constant the robot would be commanded to remain still despite possible changes in \( x(t) \) given by the human operator or by autonomous corrections. Additionally, \( s(t) \) can be modulated so as to travel the path with a desired cruise speed.

In order to achieve Objective 3 we design \( N \) in (4) as

\[
N = I_{2n} - J^\dagger J
\]

where \( I_{2n} \in \mathbb{R}^{2n \times 2n} \) is the identity matrix, \( J^\dagger \) indicates the Moore-Penrose pseudoinverse of \( J \in \mathbb{R}^{2k \times 2n} \), with \( k < n \), and \( J \) is defined as

\[
J(x(t), s(t)) = \left( \frac{\partial \gamma}{\partial x}^T \frac{\partial \gamma}{\partial s} \frac{\partial \gamma}{\partial x} \ldots \frac{\partial \gamma}{\partial s} \frac{\partial \gamma}{\partial x} \right)^T \bigg|_{(x(t), s(t))}
\]

(17)

The Jacobian \( J \) relates variations of \( x \) to changes of local geometric properties of the path in \( s(t) \), such as the position of the point \( \gamma(x(t), s(t)) \), the tangent vector \( \frac{\partial \gamma}{\partial x} \), the curvature vector \( \frac{\partial^2 \gamma}{\partial x^2} \), and so on.

Matrix \( N \) in (16) is the orthogonal projection matrix in the null-space of \( J \) [56], i.e., it is such that \( JN = 0_{2k \times 2n} \). This property gives an intuitive interpretation to our choice of (16,17) and their effect on (4). Namely, it imposes the invariance of the local geometric properties of the path at the current location of the robot regardless of the global changes brought by \( u_h \) and \( u_a \) in (4), as illustrated in the example of Fig. 5b. Moreover, the following property holds:

**Property 1.** Let \( \gamma(x, \cdot) \) be a B-spline of order \( \lambda \) and suppose that the current value of the path coordinate is \( s(t) \in [s_i, s_{i+1}) \) with \( i \in \{1, \ldots, n-1\} \). The range space \( \mathbb{R}(J) \) of \( J \) has dimension \( \dim(\mathbb{R}(J)) \leq 2(\lambda+1) \) and the projection of \( u_h + u_a \) through \( N \) is

\[
N (u_h + u_a) = \left( \begin{array}{ccc}
I_{2(n-i-\lambda)} & 0 & 0 \\
0 & N_\lambda & 0 \\
0 & 0 & I_{2(n-i)}
\end{array} \right) (u_h + u_a),
\]

(18)

where \( N_\lambda \in \mathbb{R}^{2(\lambda+1) \times 2(\lambda+1)} \) is a projection matrix and \( 0 \) indicate matrices of zeros with suitable dimensions.

**Proof:** Provided in Appendix C.

Property 1 implies that the projection matrix \( N \) modifies only the velocity of the points \( x_{i}, \ldots, x_{i} \) that (locally) control the shape of the path around \( \gamma(x(t), s(t)) \), while the rest of the path follows exactly the corrections specified by \( u_h \) and \( u_a \) (as desired and expected).

Fig. 5: User commanding a translation (blue arrow) to the path \( \gamma_S(x_h) \) (blue line), while the robot is traveling it with nonzero speed (yellow arrows). a) Without the blending filter, the travelled path \( \gamma_S(x) \) follows exactly the command, but the resulting motion is unfeasible for the robot. b) When using the blending filter (16,17), the local geometric properties of \( \gamma_S(x) \) are preserved and the path translation does not incorrectly affect the instantaneous motion of the robot.
We are now able to present our first important result which states that the proposed controller fulfills Objective 3.

**Proposition 1.** If $N$ in (4) is chosen as in (16,17), then the trajectory derivatives $\dot{p}(t), \ddot{p}(t), \ldots, p^{(k)}(t)$ are not functions of the time derivatives of $x(t)$.

**Proof:** The proof proceeds by expressing the trajectory derivatives $\dot{p}, \ddot{p}, \ldots, p^{(k)}$ under the assumption that condition $J \dot{x} = 0$ and $J$ defined in (17) is verified. Starting from $p(t) = \gamma(x(t), s(t))$, the first derivative of the trajectory is

$$\frac{d}{dt} \frac{\partial \gamma(x(s), s(t))}{\partial x} \dot{x} + \frac{\partial \gamma(x(s), s(t))}{\partial s} \dot{s} = 0 + \frac{\partial \gamma(x(s), s(t))}{\partial s} \dot{s}$$

where $\frac{\partial \gamma(x(s), s(t))}{\partial x} \dot{x} = 0$ from the initial assumption. Applying the chain rule, the second derivative is

$$\frac{d^2}{dt^2} \frac{\partial \gamma(x(s), s(t))}{\partial x} \ddot{x} + \sum_{j=1}^{2} \frac{\partial}{\partial s^{(j-1)}} \left( \frac{\partial \gamma(x(s), s(t))}{\partial s} \right) s^{(j)} = 0$$

where it was imposed $\frac{\partial}{\partial s^{(j-1)}} \left( \frac{\partial \gamma(x(s), s(t))}{\partial s} \right) \dot{x} = 0$ from the initial assumption. When iterating the chain rule for computing higher order trajectory derivatives, at each step the initial assumption $J \dot{x} = 0$ annihilates the terms containing the partial derivatives w.r.t. $x$, and the $i$-th derivative, with $1 \leq i \leq k$, becomes

$$\frac{d^i}{dt^i} \frac{\partial \gamma(x(s), s(t))}{\partial x} \dddot{x} + \sum_{j=1}^{i} \frac{\partial}{\partial s^{(j-1)}} \left( \frac{\partial \gamma(x(s), s(t))}{\partial s} \right) s^{(j)} = 0$$

Having proven that the blending filter $N$ satisfies Objective 3, we can now show that the dynamic system (4) with $N$ chosen as in (16) accomplishes also Objectives 1 and 2.

**Proposition 2.** Suppose that $u_h$ is bounded and that $\|u_h + u_{a,I}\| \leq \bar{u}$. Then, $\gamma_S(x)$ remains collision free and regular.

**Proof:** The proof relies on the structure of B-splines that is described in Appendix D and it uses an argument similar to the one adopted by [57, 26] in the proof of their Proposition 1. Consider the energy function

$$V(t) := \sum_{o \in \mathcal{O}} \int_{0}^{\gamma_{\mathcal{O}}(\|x, s_0, o\|)} ds + \sum_{i=1}^{n} \int_{1_{s_i-\lambda}}^{n} \varphi_{\mathcal{R}}(\|x, s_i - x^*_i(s, x)\|) ds$$

where the dependence on time is in $x(t)$, and $k(s) = \sum_{i=1}^{n} B_i^2(s, s) > 0$ since the basis functions $B_i$ are positive. Therefore $V(t) \geq 0$ and, since i) $\varphi_{\mathcal{O}} \to \infty$ if the path is approaching a collision, and ii) $\varphi_{\mathcal{R}} \to \infty$ if the path is becoming non regular, proving the boundedness of $V(t)$ implies that the path remains regular and collision free. As a starting condition, by hypothesis, we have that the path is initially regular and collision free, i.e., $V(0)$ is finite.

The time derivative of $V(t)$ is

$$\dot{V}(t) = \left( \sum_{o \in \mathcal{O}} \int_{0}^{\gamma_{\mathcal{O}}} \frac{\partial \gamma_{\mathcal{O}}}{\partial s} B_o ds + \sum_{i=1}^{n} \int_{1_{s_i-\lambda}}^{n} \frac{\partial \gamma_{\mathcal{R}}}{\partial s} B_{s_i} ds \right) \dot{x}$$

where we used the facts that $\frac{\partial \gamma_{\mathcal{O}}}{\partial s} = \dot{B}_o(s)$, $\dot{w} = 0$ (i.e., static obstacles), and that $k(s)$ is not a function of time because the knots $s$ are fixed (see Sec. II).

By injecting (4,12) in (21) we have

$$\dot{V}(t) = w^T N \left( u_{\bar{u}} + u_{a,I} \right) - \left( -u_{a,O} - u_{a,R} \right)$$

By comparing (21) to (13,14) it is clear that $\dot{w}$ differs from $w$ only because in $u_{a,O}$ the pseudoinverse $B_{a}(s)$ replaces the term $B_{a}(s)^{-1}$. However, from (45) and from the definition of $k(s)$ one has

$$B_{a}(s)^{-1} = (B_{a}(s)^T B_{a}(s))^{-1} B_{a}(s)^T = \frac{B_{a}(s)^T}{k(s)}$$

hence $\dot{w} = w$ and (22) becomes

$$\dot{V}(t) = -w^TNw + w^TNv$$

We also proved in (42) (Appendix C) that $N$ has a particular structure, and this can be exploited (after a possible row rearrangement) for rewriting (24) as

$$\dot{V}(t) = -(w_1^T w_2^T) \begin{pmatrix} I & 0 \\ 0 & N_{\lambda} \end{pmatrix} \begin{pmatrix} w_1 \\ w_2 \end{pmatrix} + (w_1^T w_2^T) \begin{pmatrix} I & 0 \\ 0 & N_{\lambda} \end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} \begin{pmatrix} (25) \end{pmatrix}$$

where $w = (w_1^T w_2^T)T$ and $v = (v_1^T v_2^T)T$ are the partitions corresponding to the block diagonal structure of $N$. Matrix $N_{\lambda} \in \mathbb{R}^{(2\lambda+1) \times (2\lambda+1)}$ is a projection matrix and, thus, it only has 0 and 1 eigenvalues and can be diagonalized as $N_{\lambda} = H A H^T$, where $H$ and $H^T$ are the right and left eigenvectors of $N_{\lambda}$ and $A$ is the diagonal matrix of the eigenvalues. Without loss of generality, we assume that the first elements of the diagonal of $A$ are the 1 eigenvalues and we indicate $A = \text{diag}(A_{1}, A_{0})$. With the change of coordinates $H^T v_1 = (w_1^T w_1^T)$ and $H^T v_2 = (w_1^T w_0^T)$, we can then write (25) as

$$\dot{V}(t) = -(w_1^T w_2^T) \begin{pmatrix} I & 0 \\ 0 & A_0 \end{pmatrix} \begin{pmatrix} w_1 \\ A_1 \end{pmatrix} + \begin{pmatrix} w_1^T w_2^T \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & A_0 \end{pmatrix} \begin{pmatrix} v_1 \\ A_1 \end{pmatrix} \begin{pmatrix} (26) \end{pmatrix}$$

where $A = (w_1^T w_2^T)T$ and $v = (v_1^T v_2^T)T$. Since $N_{\lambda}$ is symmetric $H$ can be chosen as an orthonormal basis of $\mathbb{R}^{(2\lambda+1)}$. $w_1^T w_2^T$
where \( w_3 = (w_1^T w_1^T)^T \) and \( v_3 = (v_1^T v_1^T)^T \) are the components of \( w \) and \( v \) that are not annihilated by the null space of \( N \) and where we used the assumption \( \| v_3 \| \leq \| v \| \leq \bar{u} \) from the statement of Proposition 2.

Since \( \varphi_{O} \) and \( \varphi_{R} \) are unbounded with unbounded gradients, we can always find a finite value \( M > V(0) \) such that, when \( V(t) \geq M \) and if \( \| w_3 \| \neq 0 \) then \( \| w_3 \| \geq \bar{u} \). Suppose now that \( V(t) = M \), then from the previous consideration \( V(t) \leq 0 \), thus showing that \( V(t) \leq M \) \( \forall t \geq 0 \) and therefore proving that the path remains collision free and regular.

We remark that the proof of Proposition 2 exploits the assumption of static obstacles in the derivation of (21): this is due to the fact that a reactive path correction cannot easily handle moving obstacles in a proper way, as noted also by [58]. Indeed, one can think of the situation in which two obstacles are advancing towards the same point of the path but from opposite directions: their repulsive forces would then cancel each other out, thus failing the collision avoidance objective. The null-space projection blending mechanism is another factor that limits the applicability to moving obstacles because, by forbidding path transformations at the current location of the robot, it becomes impossible to react to an obstacle that is approaching towards the exact location of the robot. In general both these problems could be solved by extending the present framework with 1) a replanning strategy that initializes a new path when obstacles get too close to a ‘dangerous situation’, and 2) a timing law planner that modulates the robots traveling speed along the path, e.g., by accelerating/decelerating in order to avoid an incoming object.

Because of its non-triviality, the explicit inclusion of moving obstacles in our framework will be considered in future extensions of this work. In this sense the replanning strategy presented in the next section, even though developed and tested only for the case of static obstacles, can be considered as a first step in this direction.

### VII. Path Reinitialization in Presence of Obstacles

The autonomous correction described in Sec. V ensures that the travelled path is collision-free but it does not allow it to ‘pass through an obstacle’ in case of particularly cluttered environments. This limitation, which can lead to suboptimal paths w.r.t. the one specified by the human (see Fig. 6 for an example), is inherently due to the reactive (local) nature of the proposed planning strategy. In order to overcome this problem we introduce a strategy for generating new alternative paths in presence of obstacles. Our strategy is based on the well-known concept of homotopy: given an obstacle \( o \) and a collision-free path \( \gamma_S(x) \) between two points (or portion of a path), we can find another vector of control points \( x_o \in \mathbb{R}^{2n} \) such that \( \gamma_S(x_o) \) is also collision-free, it has the same endpoints of \( \gamma_S(x) \), and it is non-homotopic [59] to \( \gamma_S(x) \). Namely, \( \gamma_S(x_o) \) cannot be continuously morphed into \( \gamma_S(x) \) without intersecting \( o \). Following this insight, our strategy to avoid suboptimal paths in presence of obstacles is to continuously morph the current path \( \gamma_S(x) \) so as to produce a new non-homotopic path \( \gamma_S(x_o) \).

For each obstacle \( o \in O \), the generation of \( x_o \) is articulated in four steps, named Crossing, Expansion, Activation and Stop. The overall algorithm, depicted in Fig. 7, is explained hereinafter. Before proceeding with the details, we introduce one function that simplifies the following explanation:

\[
d : \mathbb{R}^2 \times \mathbb{R}^{2n} \times S \rightarrow \mathbb{R}^2
\]

\[
o, x, s \mapsto d(o, x, s) = o - \gamma_S(x, s)
\]  \hspace{1cm} (27)

**Crossing:** The algorithm starts when the maximum repulsion applied by \( o \) to \( \gamma_S(x) \) becomes greater than a predefined threshold \( F > 0 \). Since \( \varphi_O \) is a distance based potential this condition is expressed as

\[
(\text{Cond. C1}) \quad \left\{ \begin{array}{l}
\frac{\| \partial \varphi_O(\|d(o, x, s)\|) \|_{\gamma_S(x,s)} }{\| \partial \gamma_S(x,s) \|_{\gamma_S(x,s)}} \\
\text{s.t.} \quad \bar{s} = \arg \min_{s \in S} \|d(o, x, s)\|
\end{array} \right. \geq F
\]  \hspace{1cm} (28)

When condition C1 becomes true at some time \( t = t_1 \), a copy \( \gamma_S(x_o) \) of \( \gamma_S(x) \) is created and the morphing starts. The morphing is performed in an intuitive way by ‘pulling’ the new curve from a single point to bring it on the other side of the obstacle (see Fig. 8a). The point to be pulled is denoted by \( \gamma(x_o, \bar{s}) \) and it is taken as the intersection between \( \gamma_S(x_o) \) and \( d \). As for the pulling action, this is implemented by the system

\[
\dot{x}_o = \frac{\partial \gamma(x, s)}{\partial x} \bigg|_{(x_o, \bar{s})} G \frac{d(o, x, s)}{\| d(o, x, s) \|}, \quad x_o(t_1) = x(t_1)
\]  \hspace{1cm} (29)

where \( G > 0 \) determines the strength of the pulling force and \( d(o, x, s)/\| d(o, x, s) \| \) is the direction of the pulling force.
Expansion: System (29) remains active until \( \gamma_S(x_o) \) becomes non-homotopic to \( \gamma_S(x) \) w.r.t. \( o \), i.e.,

\[
\text{(Cond. C2)} \quad \frac{d(o, x, s)^T (\gamma(x_o, s) - \gamma(x, s))}{\|d(o, x, s)\|^2} \geq 1 + F_e
\]

where \( F_e > 0 \) is a user defined threshold (see Fig. 8b). Once (30) becomes true, a repulsive action ‘pushes’ \( \gamma_S(x_o) \) outside the obstacle ball centered in \( o \) (see Fig. 8c), i.e.,

\[
\dot{x}_o = - \int_S \left( \frac{\partial \gamma(x, s)}{\partial x} \right)^T \frac{\partial \varphi_E}{\partial \gamma(x, s)} ds 
\]

where \( \varphi_E : \mathbb{R} \rightarrow \mathbb{R} \) is a smooth distance-based artificial potential function, that is strictly monotonic in \([0, R_O]\) and such that

\[
\varphi_E = \begin{cases} 
0 & \text{if } \|d(o, x_o, s)\| \geq R_O \\
U > 0 & \text{if } \|d(o, x_o, s)\| \rightarrow 0^+ 
\end{cases}
\]

An example of \( \varphi_E \) is depicted in Fig. 4.

Activation: Once \( \gamma_S(x_o) \) is collision free, i.e.,

\[
\text{(Cond. C3)} \quad \min_{s \in S} \|d(o, x_o, s)\| > R_O 
\]

the evolution of \( x_o \) changes to (4) and \( \gamma_S(x_o) \) is available as an alternative route (see Fig. 8d).

Path \( \gamma_S(x_o) \) becomes active (i.e., \( x \) and \( x_o \) are switched) only if

\[
\text{(Cond. C4)} \quad \begin{cases} 
\|x_o - x_h\| < \|x - x_h\| \\
\|\gamma(x, s(t)) - \gamma(x_o, s(t))\| \simeq 0 \\
\frac{d^k \gamma(x, s(t))}{d t^k} - \frac{d^k \gamma(x_o, s(t))}{d t^k} \approx 0 
\end{cases}
\]

Condition C4 requires that i) \( x_o \) is closer to \( x_h \) than \( x \), and ii) the change from \( x \) to \( x_o \) causes a negligible discontinuity in the trajectory tracked by the robot. The switch to the new path is depicted in Fig. 8e.

Stop: At any point during its execution the algorithm is stopped and \( \gamma_S(x_o) \) is deleted if the current path is steered away from the obstacle, i.e., if

\[
\text{(Cond. C5)} \quad \max_{s \in S} \frac{\partial \varphi_C}{\partial \gamma(x, s)} \leq E 
\]

where \( 0 < E < T \) (see Fig. 8f).

The algorithm has been discussed for a single obstacle but it generalizes to multiple obstacles. By taking into account all the \( n_O \) obstacles in \( O \), there could be up to \( 2^{n_O} - 1 \) new paths non-homotopic to \( \gamma_S(x) \) and to each other. In practice, we limited the number of alternative paths considered at once to one per obstacle. Although not complete, this solution resulted very effective in practice. Simulation results are shown in Sec. IX.

VIII. HAPTIC FEEDBACK

The haptic feedback algorithm computes the force \( \tau \) rendered by the input device (cfr. (5)) in order to inform the operator about the discrepancies between the desired path \( \gamma_S(x_h) \) and the path \( \gamma_S(x) \) travelled by the robot. Recalling that the human guidance has been designed as a system with memory (see Sec. IV), we choose \( \tau \) as the combination of two haptic cues, \( e_x \) and \( e_{\dot{x}} \): the first provides a feedback indicating how well the control points velocity \( \dot{x} \) tracks the instantaneous command \( x_h \) specified by (6), and the second provides an information of the mismatch between \( x \) and \( x_h \). The reason for introducing the second feedback term is that the simple memoryless feedback on the velocity (i.e., \( e_x \)) does not provide any information about the difference between the travelled path \( \gamma_S(x) \) and the commanded path \( \gamma_S(x_h) \) which can, instead, be of relevance for the operator’s awareness. The two terms are detailed hereinafter.

a) \( e_x \): The haptic cue \( e_x \) represents the mismatch between \( \dot{x}_h \) itself and the actual velocity \( \dot{x} \). This mismatch is obtained by first mapping \( \dot{x}_h \) and \( \dot{x} \) back onto the space of input device configurations and then by taking their difference, i.e.,

\[
e_x = Q(x_h)^T \dot{x}_h - Q(x)^T \dot{x} = K q - Q(x)^T \dot{x}
\]

where \( Q(\cdot)^T = (Q(\cdot)^T Q(\cdot)^T)^{-1} Q(\cdot)^T \). Observe that:
Remark 3. $Q(x)^\dagger \dot{x}$ is the mapping onto the space of input device configurations of the orthogonal projection of $\dot{x}$ on the range space of $Q(x)$.

Proof: The statement is a simple result of linear algebra [60]. The well known orthogonal projection operator onto the range space of $Q(x)$ is the matrix $Q(x)(Q(x)^T Q(x))^{-1} Q(x)^T = Q(x)Q(x)^\dagger$, therefore the orthogonal projection of $\dot{x}$ on the range space of $Q(x)$ is $\dot{x}_{proj} = Q(x)Q(x)^\dagger \dot{x}$. The mapping of $\dot{x}_{proj}$ on the space of input device configurations is $Q(x)^\dagger \dot{x}_{proj} = Q(x)^\dagger Q(x)Q(x)^\dagger \dot{x} = Q(x)^\dagger \dot{x}$.

The meaning of Remark 1 is that, when $\dot{x}$ cannot be exactly traced back to a human input, then the projection $Q(x)^\dagger \dot{x}$ yields the command whose outcome is the closest possible to $\dot{x}$.

b) $e_x$: The haptic cue $e_x$ represents the mismatch between $x_h$ itself and $x$. In particular, we want the force originated from $e_x$ to guide the operator in steering $\gamma_S(x_h)$ towards $\gamma_S(x)$. This result can be achieved by implementing $e_x$ as

$$ e_x = kQ(x_h)^\dagger (x_h - x). $$

with $k > 0$. As in (35), $Q(x_h)^\dagger$ maps $k(x_h - x)$ onto the space of input device configurations.

Finally, the rendered force $\tau$ corresponding to the two haptic cues $e_x$ and $e_x$ is

$$ \tau = -B\dot{q} - K_M q - K^* (e_x + e_x) $$

(37)

where $B$ is a positive definite damping matrix used to stabilize the device, $K^*$ is a diagonal positive definite matrix of gains and $K_M$ is a diagonal non-negative matrix used to provide a perception of the distance from the zero-commanded velocity. Note that the effect of $K_M$, when not desired, can be disabled by taking $K_M = 0$. As in all bilateral teleoperation applications, the presence of the force feedback $\tau$ may cause unstable behaviors of the haptic interface because of non-modeled dynamics, communication delays and packet losses. In order to guarantee stability despite all these shortcomings we make use of the passive set-position modulation (PSPM) approach from [27], a very general and flexible framework for guaranteeing stability (passivity) of the master side and of the closed-loop teleoperation system. Let $\bar{z}[k]$ be the PSPM version of the following signal

$$ z = Q(x)^\dagger \dot{x} - kQ(x_h)^\dagger (x_h - x), $$

that is sampled and sent from the mobile robot to the haptic interface through the (possibly non-ideal) communication channel. Exploiting the PSPM action, the final passive implementation of $\tau$ in (37) then becomes

$$ \tau = -B\dot{q} - K_M q - K^* (Kq - \bar{z}[k]). $$

(39)

This is sufficient for guaranteeing stability (passivity) of the bilateral system assuming that the human operator behaves as a passive system see for more details, [27].

IX. HUMAN/HARDWARE-IN-THE-LOOP SIMULATIONS

The working principles of the proposed framework have been demonstrated in several simulations human/hardware-in-the-loop simulation framework. The simulation setup consists of three software components: i) TeleKyb [61], an open source software framework for the development of (bilateral) teleoperation systems between human interfaces (e.g., haptic force feedback devices or gamepads) and groups of quadrotor Unmanned Aerial Vehicles (UAVs); ii) SwarmSimX [62], a graphical and physical real-time simulation environment; iii) Simulink™. The simulations feature a physically simulated quadrotor UAV and B-spline paths of degree $\lambda = 5$. Two haptic devices, an Omega.6 and a Phantom Omni have been used as input interfaces for the human operator. For a better appreciation of these simulation results, we encourage the reader to see Extension 1.

Simulation 1: The purpose of this simulation is to demonstrate the effect of the filter $N$ in (4) by letting the quadrotor travel a path whose reference $\gamma_S(x_h)$ is a straight line that is (purposely) moved sideways by the operator (translational command (9)). The simulation is repeated twice, once implementing exactly (4) (snapshot in Fig. 9a) and once removing the term $N$ from (4) (snapshot in Fig. 9b). The same operator’s commands are used in both cases. Visual inspection of Figs. 9a and 9b shows that:

1) Without $N$, the path modification commanded by the user is implemented exactly, i.e., the reference path $\gamma_S(x)$ is identical to $\gamma_S(x_h)$, but the robot cannot follow it.

2) With $N$, the path modification commanded by the user is altered, i.e., $\gamma_S(x)$ differs from $\gamma_S(x_h)$, and thanks to this change the robot can follow the reference quite precisely.

The different behaviour in the two cases is also clear in Figs. 9c and 9d, where the trajectory $N \cdot s$ is depicted, together with the corresponding reference trajectory of the robots. We see in Fig. 9d that without $N$ the reference path remains a straight line but the robot has to perform a very large lateral motion in order to follow the commanded path. On the other hand, in Fig. 9c we observe that the term $N$ modifies the reference path near to the robot current location, thus limiting considerably the lateral excursion required to travel along the commanded path. This visual analysis is also confirmed by the plots of the lateral velocity and tilt angle shown in Figs. 9e and 9f for the two conditions, respectively. Lastly, the more demanding and abruptly varying trajectory in the absence of the term $N$ is also reflected by the larger tracking error of the reference $\gamma(x(t), s(t))$, as shown by Figs. 9g and 9h. The results of this simulation show that the filter $N$ is able to generate a reference path trajectory compliant with the robot actuation capabilities, by in particular eliminating the possibly large overshoots caused by abrupt user’s commands.

Simulation 2: The purpose of this simulation is to demonstrate the various features of the proposed shared planning framework in an environment populated by obstacles and Pols. In this scenario the user is allowed to steer the desired path (a circle) by commanding translations (map (9)) and changes of scale (map (10)). Rotational commands are
Fig. 9: Simulation 1. (a), (c), (e), (g) refer to the case with \( N \). (b), (d), (f), (h) refer to the case without \( N \). (a) and (b): snapshots of the simulation showing \( \gamma_S(x_h) \) (blue thick line), \( \gamma_S(x) \) (red thick line), \( x_h \) (blue squares), \( x \) (red squares), \( \dot{x}_h \) (thin blue lines) and \( \dot{x} \) (thin red lines). (c) and (d): illustration of \( \gamma_S(x) \) in four moments. The reference position \( \gamma(x, s) \) in these moments is denoted by the green markers. The black line shows the reference trajectory followed by the robot, (e) and (f): lateral velocity and tilt angle of the robot. (g) and (h): tracking error (robot’s position - reference position).

not used because rotating a circular path would be pointless. Additionally, once a PoI is reached the user can discard it by pressing a button, thus removing the corresponding autonomous attractive force. The obstacles in the environment are represented by columns, whereas the two PoIs present are shown as barrels. All these elements of the environment are visible in Figs. 10a to 10d, which are snapshots captured at various meaningful moments during the simulation:

a) In Fig. 10a \( \gamma_S(x) \) (red path) is attracted by a nearby PoI. b) In Fig. 10b \( \gamma_S(x) \) (red path) is steered upwards and it is modified by two obstacles. The PoI visible in the snapshot has already been visited and it is therefore discarded. c) In Fig. 10c the operator shrinks the path to make it pass obstacles and singularities.

Fig. 10: Simulation 2: obstacles and PoIs (plots).
Fig. 11: Simulation 4: generation of alternative paths. (a)-(d) Snapshots of the proposed algorithm phases. In the snapshots the desired path $\gamma_S(x_h)$ is drawn as a thick red line, the traveled path $\gamma_S(x)$ is drawn as thick black line and the replanned path $\gamma_S(x_o)$ is drawn as a thick green line. (e) Alternative paths in presence of multiple obstacles. (f) Mismatch $\|x - x_h\|$. The vertical dashed lines indicate the moments when the current path is switched to an alternative one. (g) Force feedback.

upswards between the two obstacles.

d) In Fig. 10d $\gamma_S(x)$ (red path) and the robot managed to travel between the two obstacles.

The commands given by the operator and the forces rendered on the input devices are depicted in Figs. 10e and 10f, respectively. The automatic reaction to nearby PoIs (at around 6 s and 63 s) produces two clear peaks in the force feedback. What is interesting to observe is that the human rapidly reacts to these force cues by promptly steering the path towards the PoIs, as shown by the peaks at around 6 s and 63 s in Fig. 10e. Indeed, the distance from the PoIs rapidly decreases when they are within the range $R_C$ (range of action of the potential $\varphi_T$). During the whole task, while the human is trying to reach the PoIs, the autonomous corrector also ensures that $\gamma_S(x)$ is collision-free and regular. Figure 10h shows that the distance from the obstacles always stays above the threshold $R_O$ and the distance $\min_{i=1,...,n} \|\Omega_i(x) - x_i\|$ between the control points and their singular curve is always greater than zero.

**Simulation 3:** The purpose of this simulation is to demonstrate the generation of alternative paths in a cluttered environment. Once again the reference path used in this simulation is a circle, however, unlike the previous simulation, the user can only command translations because we want to focus on the autonomous corrections rather than on the user’s commands. Figures 11a to 11d illustrate the different phases described in Sec. VII:

a) Figure 11a shows the crossing step. The velocity vectors forming $\hat{x}_a$ (thin green lines) are pointing in the direction of the obstacle and $\gamma_S(x_o)$ (thicker green line) is ‘pulled’ to the other side of the obstacle.

b) Figure 11b shows the expansion step. The velocity vectors forming $\hat{x}_a$ (thin green lines) are pointing away from the obstacle and $\gamma_S(x_o)$ (thicker green line) is ‘expanded’ around the obstacle.

c) Figure 11c shows the activation step. The alternative path is fully generated.

d) Figure 11d shows the moment when condition $C4$ is verified. The reference path (red line) and the alternative one (green line) are switched.

During the simulation the automatic mechanism for generating alternative paths is also used in presence of multiple obstacles, as shown in Fig. 11e. In this case, one alternative portion of the path (green lines) is created independently for each obstacle. For giving a concrete evaluation of the effect of the path reinitialization method, one can focus on the evolution of the mismatch $\|x - x_h\|$ in Fig. 11e. This graph can be understood by recalling that the problem of the purely reactive path modifications is that the path $\gamma_S(x)$ (red line) cannot pass through obstacles. Indeed, by looking at Fig. 11e, one can observe that the rapid increases in the mismatch $\|x - x_h\|$ correspond to the moments when the user steers the desired path $\gamma_S(x_h)$ over an obstacle. We can also note that after
the switches to the newly generated alternatives (moments identified by the vertical dashed lines) the mismatch decreases. This shows that this reinitialization strategy is a viable solution for escaping from local minima in presence of obstacles. Note also that in some cases the reduction of the mismatch \(|x - x_h|\) only happens after two consecutive switches. This is because in these moments the user is trying to cross over two obstacles at the same time. Lastly, we can also observe that the path switches also reflect on the force feedback given to the user, shown in Fig. 11f, thus giving a clear cue that the path was steered past an obstacle.

X. Experiments

The proposed framework has also been tested with a real UAV (a quadrotor from Mikrokopter) interfaced with a human operator. In order to allow for a fair comparison with the results obtained in simulation, we used the same software setup for the experiments. Since the planned path is not visible in the real environment, during the experiments we provided the user with a crude 3D visualization similar to what used in the simulations (see for example Fig. 9a). This visualization only showed an empty room (environment), the robot, and the paths \(\gamma_S(x)\) and \(\gamma_S(x_h)\).

The experiments hereinafter are meant to show how the user can operate the desired path by combining several canonical path transformations. Specifically, we used the three canonical transformations described in Sec. IV, i.e., whole path translations, rotations and changes of scale. Additionally, to show that the framework can be used identically with open or closed paths, in the first experiment the user controls an 'S-shape' path with 21 control points, in the second one an 'eight-shape' path with 32 control points. Finally, we remark that in these experiments the environment is free of PoIs and obstacles because i) the focus is on the user interface, and ii) previous experiments [42] already demonstrated the re-planning algorithm and the autonomous corrections in presence of obstacles.

Fig. 12: Experiment 1: open path. (a)-(d) Snapshots from the experiment with an overlay of the paths \(\gamma_S(x)\) (red) and \(\gamma_S(x_h)\) (blue). (a) Initial condition. (b) The path is being translated. (c) The path is being rotated. (d) The path is scaled down. (e) Input device’s configuration \(q\) controlled by the user to give the commands. (f) Evolution of the desired path \(\gamma_S(x_h)\) in the first five seconds. The circles are the control points and the black lines show their trajectories. (g) Evolution of the desired path \(\gamma_S(x)\) in the first five seconds. The circles are the control points, the black lines show their trajectories and the green marker indicates the point \(\gamma(x(t), s(t))\) tracked by the robot. (h) Force feedback. (i) Reference trajectory for the robot. (j) Robot’s trajectory tracking error. (k) Mismatch \(\|x - x_{h,i}\|\) for individual control points. (l) Minimum distance from the singular curves.
Pois and obstacles. For a better appreciation of these results, we encourage the reader to see Extension 2.

**Results:** The results of the experiments with the open and closed paths are shown in Figs. 12 and 13, respectively. Since Figs. 12 and 13 are organized in the same way, we will discuss the results for the two cases at once and highlight the main differences whenever necessary.

Figures 12a to 12d and Figs. 13a to 13d are screenshots from the execution of the task. These screenshots were taken from a camera recording the real robot and afterwards have been post-processed by adding an overlay of the paths $\gamma_S(x)$ and $\gamma_S(x_h)$. These screenshots capture different moments of the experiments for giving an idea of the effect of the different canonical path transformations. The actual commands given by the user are shown in Figs. 12e and 13e in the form of the input device configuration $q$ for the sake of having a uniform scale. Note that the user can command translations, rotations and changes of scale at the same time. In order to appreciate the effect of the user commands we need to look at the evolution of the path $\gamma_s(x_h)$. For this purpose we show in Figs. 12f and 13f how $\gamma_s(x_h)$ changed in the first 5s, highlighting the trajectories of the control points with black lines. Observe that in both these figures there is no indication during the first 5s of the robot since the user commanded path $\gamma_s(x_h)$ is not the actual path tracked by the robot. The actual path tracked by the robot, $\gamma_S(x)$, tries to follow $\gamma_s(x_h)$ but also needs to account for the presence of the robot (blending filter $N$) and for the other objectives/requirements of the autonomous corrector. For better illustrating this difference, in Figs. 12g and 13g one can look at the evolution of the actual followed path $\gamma_s(x)$ during the first 5 seconds. In both figures we indicate the point tracked by the robot with a green marker. By comparing Figs. 12g and 13g with Figs. 12f and 13f, one can clearly see how the blending filter $N$ is able to prevent local
path transformations at the point tracked by the robot. This mismatch between the evolution of $x_h$ and $x$ is captured by the force feedback rendered on the input device and depicted in Figs. 12h and 13h.

Focusing on the robot, we show the actual tracked trajectory $\gamma(x(t), s(t))$ and the associated tracking error in Figs. 12i and 13i and Figs. 12j and 13j, respectively. We can observe that, in open path case, the tracking error is always below 0.036 m on both $x$ and $y$ coordinates, whereas with the closed path the tracking error is always below 0.062 m. This difference is due to the fact that, in the first case, the maximum travelling speed along the path was around 0.5 m/s, whereas in the second case it was around 0.7 m/s. Note also that these results are in agreement with the ones obtained in Simulation 1, see Fig. 9g, where we obtained a maximum tracking error of 0.13 m $x$ and $y$ but with a travelling speed of about 1.5 m/s.

In this experiment it is also interesting to look at the behaviour of the individual control points. For this purpose in Figs. 12k and 13k we show the evolution of the mismatch $\|x_i - x_{h,i}\|$ for two separate control points. One can see that for each of the control points the mismatch is always zero except for some spikes of limited duration, and that the spikes for the different control points are always shifted in time. These spikes are caused by the blending filter $N$ which only affects the control points associated to the portion of path currently travelled by the robot. Therefore, the duration of these spikes depends on how fast the robot is moving along the path, i.e., how brief is the duration of the effect of $N$ on the individual control points. In the case of the open path with a maximum travelling speed of around 0.5 m/s, the spike are about 10 s long, whereas in the case of the closed path with a maximum travelling speed of 0.7 m/s, the individual spikes last about 7 s.

We can also observe that, in the closed path case, the spikes occur cyclically for each control point since the robot keeps traveling along the same (closed) path. Lastly, we note in Figs. 12l and 13l that during the experiments the distance between the control points and their corresponding singular curves is always positive, thus proving that the path never becomes singular.

XI. HUMAN SUBJECT STUDY

In order to evaluate the efficacy of the proposed approach, we conducted a human subject study on performing a coverage task [63] with the goal of assessing 1) the superiority of the proposed framework with respect to the simple teleoperation approach, and 2) the importance of haptic feedback in improving the human subjects’ performance.

We selected an Urban Search And Rescue (USAR) scenario (search the victims in a disaster scene) for this study for two main reasons: 1) USAR is a field where human robot cooperation is of paramount importance because disaster scenes are generally too dangerous or inaccessible to humans but at the same time too complex for fully autonomous robots. Indeed, the usual approach in USAR is remote teleoperation, i.e., a human operator remotely drives a robot in the disaster scene and inspects the environment from camera(s) installed on the robot [64]. Therefore, USAR is a relevant case study for shared control approaches. 2) It has been shown by [65] that driving a robot in a disaster scene is highly stressful and difficult for human operators and, as a consequence, a considerable portion of the operators’ effort is simply directed towards maneuvering the robot and avoiding obstacles (basic low-level tasks). Therefore, the operators’ performance in covering the search area and success in finding the victims are degraded. These challenges make USAR a perfect test for assessing the performance impact of the proposed strategy.

A. Setup and Task Definition

The task considered in this study is finding victims in an orange level disaster scene [66] using a single VTOL aerial robot (a quadrotor UAV) capable of localizing itself in the environment. The UAV is equipped with a down-facing camera with a 60 deg wide field-of-view. The disaster scene simulates the concrete structure of a building after an moderate earthquake (Fig. 14 (a)). Victims and irrelevant objects, e.g., construction equipments and material, are randomly located on the second floor of the building, that is a $20 \times 20$ m$^2$ area with 15 concrete columns forming a square grid graph (Fig. 14 (b)). The operator is provided with the view from the onboard camera and with a visualization showing the position of the robot in the bare map (Fig. 14 (b)). The planning and control algorithms are implemented in Simulink®, and the remote environment is implemented using the open source game engine BlenderTM.

The participants in this study were asked to navigate the robot in order to cover the area as much as possible, and locate the victims in the environment. Additionally, in order to simulate a realistic USAR mission, they were asked to mark the positions of the victims on a paper map as soon as they were discovered “during” the execution of the task (Fig. 14 (b)). In order to compare the performance of the proposed shared planning and control to simple teleoperation control, and to assess how important is the role of haptic feedback in improving the performance, each subject repeated the task for each of the following conditions in a three minutes given time for each trial.

Condition T-Uni : Unilateral Teleoperation control, in which the subjects are provided only with the visual feedback, that is the view from the onboard camera, and the robot position in the map—without the global view of the robot in the map—as shown in Fig. 14 (b). The subjects guide the robot on simple teleoperation control mode, that is the desired position of the robot is obtained by integrating the motion of the haptic device.

Condition T-Bil : Bilateral Teleoperation control, in which the subjects navigate the robot in the teleoperation mode by commanding the desired position. The subjects, similar to the previous condition, are provided with the visual feedback, and beside that, in this condition they are also provided with the haptic feedback. The haptic feedback in this case is proportional to UAV position and velocity error; therefore, prevents the subjects from commanding the UAV faster than its capability.

Condition S-Uni : Unilateral Shared planning and control, in which the subjects are only provided with visual feedback, and the robot motion is based on the proposed shared planning and control approach, that is, the robot
The haptic feedback is deactivated in this case.

**Condition S-Bil**: Bilateral Shared planning and control, in which the subject is provided with both visual feedback and haptic feedback, and the robot motion is commanded by the proposed shared planning and control approach.

In order to avoid the learning effect, the conditions were randomly assigned to each participant in the experiment.

In all conditions the operator was assisted by an automatic obstacle avoidance: in condition T-Uni and T-Bil the obstacle avoidance acted on the robot itself (thus implementing a local action), while in conditions S-Uni and S-Bil the obstacle avoidance action acted on the whole planned path as per the proposed shared control framework. In both cases, the minimum and maximum obstacle distances determining the artificial potentials were fixed to 0.60 m and 1.5 m, respectively.

For what concerns the haptic feedback, in S-Bil it was implemented according to the approach described in Sec. VIII, whereas in T-Bil the feedback cues were based on the (instantaneous) mismatch between the robot position and its target point as classically done, e.g., [21, 2]. For all four conditions the maximum velocity and acceleration of the robots were set to 1 m/s and 1 m/s², and the robot altitude was fixed (2 m above the floor). In order to have a rational performance comparison, the attitude and position controller coefficients are set the same for all conditions. The closed B-spline used in conditions S-Uni and S-Bil was defined as a circle with order 5 and 10 knots, and its initial scale was chosen by a well-trained user according to the map. This initial scale of the circle (approx. radius 2 m) makes the experiments easier for non-trained users.

An Omega.3 haptic device with 3 actuated DoFs was used by the subjects for driving the robot. In conditions T-Uni and T-Bil the subject could use two axes of the Omega.3 to command the desired translational velocity of the robot in the \( x - y \) plane. In conditions S-Uni and S-Bil, the subject could use two axes of the Omega.3 to command the desired translational velocity of the path in the \( x - y \) plane and the third axis of the Omega.3 to change the scale of the path. For a better appreciation of the setup used in the user study, we encourage the reader to see Extension 3.

**B. Subjects and Experiment**

The human subject study was a within subject design, that is all the participants in the experiment participate in all the conditions. Within subject design method compared to the between subject design method in which each experimental condition is experienced by a separate group of the subject, requires fewer number of participants. In order to avoid the learning effect, which is possible in within subject design experiments, the conditions were randomly assigned to each participant in the experiment.

Fifteen subjects (12 males, 3 females, age range 22-49 years old) took part in the experiments, voluntarily. The subjects signed an informed consent form. They had no eyesight problems, and no one reported any deficiencies in perceptual and motor abilities. Four of them had previous experience with haptic interfaces and five of them had previous experience with aerial robots, but none served in USAR teams before.

They were given thorough explanation of the experimental setup, robot, conditions, and the experimental procedure. Moreover, before the experiment the subjects had a test trial in each condition in order to get acquainted with the robot and with the different conditions. The test trial in each condition had the same time of the main experiments (three minutes).

The metric chosen to compare the subjects performance in different conditions is the Covered Area (CA), i.e., the area seen via the onboard camera during the three minutes trial and normalized by the total area of interest. Namely, the CA is a value between 0 and 1, where 1 represents an ideal performance. Note that a variable number of victims (up to 4) were present in the environment and the subjects were not aware of this number. We believe that the CA, being proportional to the success in finding victims “independently”
repeated measures ANOVA revealed statistically significant different between the related groups, which is referred to as sphericity \([67]\).

The first two assumptions are correct for our experiment, and no significant outliers was found in the data. The collected data passed the Shapiro-Wilk normality test. Mauchly’s Test of Sphericity showed that the sphericity assumption of the collected data is violated \((\chi^2(5) = 7.66, p = 0.178)\). However, with a Greenhouse-Geisser correction, the repeated measures ANOVA revealed statistically significant different between the CA results of the four different conditions (\(F(1.943, 21.377) = 8.255, p = 0.002, \alpha = 0.05\)). A pairwise comparison by Bonferroni adjustments determined that there are statistically significant differences between conditions S-Bil and T-Uni \((p = 0.018)\), and S-Bil and T-Bil \((p = 0.039)\). The differences between T-Uni and T-Bil were not statistically significant, also the difference between S-Uni with all the other three conditions were not statistically significant.

In conclusion, the user study revealed that the proposed shared control approach has a positive impact on the performance of the task, measured by metric CA, in comparison to classical teleoperation approaches (T-Uni and T-Bil), and this difference is statistically significant only when the subject benefits from haptic feedback. This outcome can be explained by the superior autonomy present in the shared architecture and by the transfer of the user's authority to the planning level, which allow the operator to ignore the behavior of the robot and rather focus on directing the task (i.e., the search location). Additionally, the replanning strategy implemented in our framework prevents the search to get ‘stuck’ in an obstacle, conversely to T-Uni and T-Bil.

Another reason for the superior performance of the shared control approaches compared to teleoperation approached in the dynamics of the system allowing a higher speed when the robot follows a smooth path (S-Uni and S-Bil) while when following the human commands, constant accelerating/decelerating lowers down the speed. Using higher controller coefficients for the teleoperation approaches would reduce the human operator performance in controlling the robot beside increasing the instability chance. In fact, with the current coefficients set the robot velocity in the teleoperation conditions would much higher if the users would have pushed the haptic device to the very end of it in one direction and would have let the robot to stay in this direction and accelerate enough to reach its maximum speed, however, in this speed controlling the robot in order to find the location of the victims is difficult for the users, and in fact this is their choice to which extent command the robot to move fast (by pushing the haptic device) and they learned what speed range they are comfortable with. Thus, the more covered area—that is in a close conjunction with operation speed—in the shared controlled approached is due to the higher functionally effective attainable speed.

Remark (Ease of use). Each subject after the experiment was asked to report the ease of use for each condition using bipolar Likert-type seven-point scales. Mean and standard deviation of the users’ answer to this question is presented in Table. II. Statistical analysis using Friedman test, an alternative to ANOVA for ordinal dependent variables, showed a statistically signif-

### TABLE I: Mean and standard deviation of CA in between subject user study.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Mean</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-Uni</td>
<td>0.6575</td>
<td>0.0680</td>
</tr>
<tr>
<td>T-Bil</td>
<td>0.6675</td>
<td>0.0583</td>
</tr>
<tr>
<td>S-Uni</td>
<td>0.7467</td>
<td>0.0720</td>
</tr>
<tr>
<td>S-Bil</td>
<td>0.7617</td>
<td>0.0721</td>
</tr>
</tbody>
</table>

### TABLE II: Mean and standard deviation of subjects answer about the ‘ease of use’ question, by bipolar Likert-type seven-point scales.

<table>
<thead>
<tr>
<th>Condition</th>
<th>T-Uni</th>
<th>T-Bil</th>
<th>S-Uni</th>
<th>S-Bil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>5.29</td>
<td>6.14</td>
<td>3.64</td>
<td>4.57</td>
</tr>
<tr>
<td>Std.</td>
<td>1.07</td>
<td>0.66</td>
<td>1.87</td>
<td>1.55</td>
</tr>
</tbody>
</table>
icant difference between four conditions ($\chi^2(3) = 18.022, p < 0.0005$). A post hoc analysis with Wilcoxon signed-rank tests with a Bonferroni correction showed that the only statistically significant difference was between S-Uni and T-Bil ($Z = -3.221, p = 0.001$). This outcome can be explained as: for a person it is more natural to control a tangible robot rather than an abstract entity (the path). However, it is important to notice that the force feedback mitigates this problem and makes the shared control strategy sensibly easier to use (in comparison between S-Bil and S-Uni) and closer to the classical teleoperation approaches. This demonstrates that the proposed integral force feedback is important to increase the user’s awareness and to make the controlled object, i.e., path, feel more natural to manipulate.

XII. Conclusions

In this paper we have presented a novel framework for shared planning and control of mobile robots that extends in several aspects the classical paradigm of bilateral teleoperation. Our framework combines an intuitive human interface which allows the user to command a broad variety of path modifications with reactive corrections that are autonomously executed to keep the path collision-free and regular. A filtering action has been introduced to blend human’s and autonomous controls while locally preserving geometric properties of the followed path. The proposed ‘integral’ haptic feedback algorithm is, to the best of our knowledge, a novel concept in the bilateral teleoperation of mobile robots because it provides an information about the ‘future’ of the planned trajectory. The method also includes a replanner for generating new paths in cluttered environments. The correctness of the proposed framework is formally proven and its feasibility is extensively demonstrated with human/hardware-in-the-loop simulations and experiments. Finally, a user study assesses the benefit of the proposed framework and haptic feedback.

The proposed framework for cooperative shared planning has been demonstrated using a quadrotor, as a meaningful example of a mobile robot. As mentioned in Sec. II, the application of this framework to non-holonomic robots would require to impose additional constraints on some geometric derivatives of the path (e.g., curvature), i.e., these path derivatives must be continuous and limited. Even though these constraints have not been considered in the present paper they could be included as a next development of our framework. As a hint of a possible approach in this sense, consider the case in which the curvature of the path must be limited and continuous. The expression of the curvature, i.e., $\kappa(s) = \| \partial^2 \gamma(x, s) / \partial s^2 \|$ can be easily computed analytically thanks to the B-spline definition of the path. Then, the reactive-based paradigm proposed in this paper could be simply extended by including an additional control term that applies on each point of the path a force opposing the reduction of the curvature with a suitable potential function. This very same approach could also be used for managing other path derivatives if needed.

Given the flexibility provided by our novel command interface, further user studies should try to determine what is the best/easiest way for a user to modify the path in different scenarios, considering both whole and local path transformations. Finally, in the future we also plan to extend this framework to the scenario of dynamic obstacles, adding a replanning strategy and a model predictive algorithm able to generate online a suitable timing law $s(t)$.
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APPENDIX A: MULTIMEDIA EXTENSIONS

The three videos show the simulations, experiments and user study reported in the manuscript.

<table>
<thead>
<tr>
<th>Extension</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Video</td>
<td>Simulations.</td>
</tr>
<tr>
<td>2</td>
<td>Video</td>
<td>Experiments.</td>
</tr>
<tr>
<td>3</td>
<td>Video</td>
<td>User study.</td>
</tr>
</tbody>
</table>

APPENDIX B: GENERALIZATION TO $\mathbb{R}^3$

In order to extend the approach to $\mathbb{R}^3$ it is enough to consider a B-spline curve as $\gamma(x,s): S \rightarrow \mathbb{R}^3$, $s \mapsto \gamma(x,s)$, in which $x = (x_1, x_2, x_3)^T \in \mathbb{R}^3$ is the vector of control points parameterizing the path. Thus, the path is $\gamma_S(x) = \{\gamma(x,s) \in \mathbb{R}^3 | s \in S\}$.

The obstacles are represented by $O \in \mathbb{R}^{3 \times n_o}$ as vector of the obstacle spheres, the path $\gamma_S(x)$ is considered to be collision free if it lies outside the obstacle spheres. In the 3D environment the required information needed by the reactive controller presented in Sec. V is the relative distance and direction between the obstacles and the path. For obstacles with more complicated shapes, the obstacles should be approximated by primitive 3D shapes (such as spheres, boxes, cylinders, ellipsoids), and the distances and relative directions could be computed using well-established theoretical and software solutions, such as the open source flexible collision library (FCL) that implements functions for proximity checking [68]. The points of interest are also collected in the vector $I \in \mathbb{R}^{3 \times n_i}$.

The blending filter is redefined in $\mathbb{R}^{3n}$ as $N = I_{3n} - J^T J$, where $J^*$ indicates the Moore-Penrose pseudoinverse of $J \in \mathbb{R}^{3k \times 3n}$, with $k < n$, and $J$ is defined the same as $\mathbb{R}^3$ case, such that $J N = 0_{3k \times 3n}$. Autonomous corrector and Human guidance signals are defined in $\mathbb{R}^{3n}$ as $u_a \in \mathbb{R}^{3n}$ and $u_h \in \mathbb{R}^{3n}$, respectively. Regarding human guidance in $\mathbb{R}^3$, one needs three components
of $q$ to act on translation, three components to act on rotation, and another component of $q$ for scaling. Thus, a haptic device with at least 7 DoFs is needed in order to achieve full canonical transformation path manipulation; and the canonical with at least 7 DoFs is needed in order to achieve full 

$$p$$ and another component of \( q \) indicate matrices of zeros of appropriate size that complete the non-diagonal blocks of \( N \), which concludes the proof.

**APPENDIX D: B-SPLINES**

B-splines are linear combinations of independent polynomial basis functions that are completely described by:

1) a sequence of scalars \( s_1, \ldots, s_l \) (knots sequence), with \( s_j \leq s_{j+1} \) for \( j = 1, \ldots, l-1 \). The knots sequence determines the pool of basis functions that define the spline.

2) a parameter \( \lambda \in \mathbb{N}_{>0} \) (spline degree). It is related to the differentiability at the knots because the B-spline is \( \lambda - k \) times continuously differentiable at a knot with multiplicity \( k \).

3) a vector of planar points \( \mathbf{x} = [x_1 \ldots x_n]^T \) (control points), with \( x_j \in \mathbb{R}^2 \) and \( j = 1, \ldots, n \), which determines how the basis functions are combined.

The relation between the number \( l \) of knots, the number \( n \) of control points and the degree \( \lambda \) of the B-spline is

- **open B-spline** \( l = n - \lambda + 1 \)
- **cyclic B-spline** \( l = n + \lambda \).

For the computation of the basis functions it is useful to introduce the knots vector \( s \):

- **open B-spline** \( s = [s_1, s_1, s_2, \ldots, s_l, s_l, \ldots, s_l] \)
- **cyclic B-spline** \( s = [s_1, s_2, \ldots, s_l] \).

The basis functions of degree \( \lambda \) are denoted as \( B_i^\lambda(s, s) \) with \( j = 1, \ldots, n \) and \( s \in [s_1, s_l] \), and they are defined recursively

$$B_i^\lambda(s, s) = \begin{cases} 1, & \text{if } s_j \leq s < s_{j+1} \\ 0, & \text{otherwise} \end{cases}$$

$$B_j^\lambda(s, s) = \frac{s - s_j}{s_{j+\lambda} - s_j} B_{j-1}^\lambda(s, s) + \frac{s_{j+\lambda+1} - s}{s_{j+\lambda+1} - s_{j+1}} B_{j+1}^\lambda(s, s).$$

(43)

If the B-spline is cyclic all knot subtractions and knot index additions in (43) are replaced by modulus operations on \([s_1, s_l]\) and \([1, l]\).

With this notation, the expression of the point \( \gamma(x, s) \) of the B-spline curve \( \gamma(x, \cdot) \) is

$$\gamma(x, s) = \sum_{j=1}^{n} x_j B_j^\lambda(s, s),$$

(44)

where \( B_j \in \mathbb{R}^{2 \times n} \) is

$$B_j(s) = \begin{bmatrix} B_j^1(s, s) & 0 & \cdots & 0 \\ 0 & B_j^1(s, s) & \cdots & 0 \end{bmatrix}.$$

(45)

The \( k \)-th derivative of the B-spline curve (44) with respect to \( s \) is

$$\frac{d^k \gamma(x, s)}{ds^k} = \sum_{j=1}^{n} x_j \frac{d^k B_j^\lambda(s, s)}{ds^k},$$

(46)

where the basis function derivative

$$\frac{d^k B_j^\lambda(s, s)}{ds^k} B_j^\lambda(s, s)$$

is computed efficiently with the following recursive formula

$$\frac{d^k B_j^\lambda(s, s)}{ds^k} = \frac{\lambda!}{(\lambda - k)!} \sum_{j=0}^{k} a_{k,j} B_{j+i}^{\lambda-k}$$

(47)

Because in the paper we consider planar paths.
with \(a_{0,0} = 1\), \(a_{k,0} = \frac{a_{k-1,0}}{s_{j+k+1} - s_j}\), \(a_{k,i} = \frac{a_{k-1,i} - a_{k-1,i-1}}{s_{j+k+1} - s_{j+i}}\), and \(a_{k,k} = \frac{a_{k-1,k-1}}{s_{j+k} - s_{j+k}}\) for \(i = 1, \ldots, k - 1\).

We also recall a significant property of B-spline functions [69]:

**Remark 4.** On any knot span \([s_i, s_{i+1})\), with \(i = 1, \ldots, n - 1\), at most \(\lambda + 1\) basis functions are non zero, i.e., \(B_{\lambda-\lambda}^\lambda, \ldots, B_{\lambda-i}^\lambda\).

As a consequence of (47) at any knot span \([s_i, s_{i+1})\) at most \(\lambda + 1\) basis functions derivatives are non zero, i.e.,

\[
\frac{d}{ds} B_{\lambda-\lambda}^\lambda, \ldots, \frac{d}{ds} B_{\lambda-i}^\lambda,
\]

with \(k = 1, \ldots, \lambda\).

Finally, in order to compute \(x_i^*(\mathbf{x}, s)\), for \(s \in S_i\) (cfr. Definition 2), we write (46) explicitly for \(k = 1\).

\[
\frac{d \gamma(\mathbf{x}, s)}{ds} = \sum_{j=1, j \neq i}^n x_j \frac{d B_j^\lambda(s, s)}{ds} + x_i \frac{d B_i^\lambda(s, s)}{ds}.
\]

Then, by imposing that the left side is \((0 \ 0)^T\) and rearranging, it follows

\[
x_i^*(\mathbf{x}, s) = -\sum_{j=1, j \neq i}^n x_j \frac{d B_j^\lambda(s, s)}{ds} \frac{d B_i^\lambda(s, s)}{ds}.
\]

Observe that i) \(\frac{d B_i^\lambda(s, s)}{ds} \neq 0\) for \(s \in S_i\), therefore on \(S_i\) \(x_i^*(\mathbf{x}, s)\) is always defined and unique, and ii) \(x_i^*(\mathbf{x}, s)\) does not depend on the value of \(x_i\).